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Welcome Message: 

Dr. Supawadee Namuangruk 

President of Computational Science and Engineering 
Association (CSEA), Thailand 

E-mail: supawadee@nanotec.or.th 

 

Dear Colleagues,  

It is a great honor to extend a warm invitation for you to attend the ANSCSE26, the 26th 
International Annual Symposium on Computational Science and Engineering, to be held on July 20-22, 
2023. This year the symposium is organized by the Faculty of Science, King Mongkut’s University of 
Technology Thonburi (KMUTT), Computational Science and Engineering Association (CSEA), and 
National Nanotechnology Center (NANOTEC). ANSCSE has always been one of the greatest gatherings 
of computational science and engineering researchers. After 26 years, we have seen many signs of progress 
and many exciting research being conducted in this area and the vital role of computational science in real 
social problems becomes clearer and clearer day by day.  

One of the great spirits of ANSCSE is the live discussion among fellow international researchers 
on the advancement in all fields of computational science and engineering. After a few days of intense 
discussion on our research, the organizers kindly arranged an excursion to Nong Nooch Tropical Garden 
& Cultural Village, Pattaya. Finally, thank you in advance for sharing your research, thoughts, and ideas 
in ANSCSE26 and I look forward to meeting all of you.  

Best wishes,  

Dr. Supawadee Namuangruk  

President of Computational Science and Engineering Association (CSEA), Thailand  
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Welcome Message: 

Prof. Dr. Poom Kumam 

ANSCSE 26 Chairman 

E-mail: poom.kum@kmutt.ac.th 

It is such a great honor for KMUTT to be hosting the 26th ANSCSE this year. We are very pleased 
that the events of such an exciting field of science are brought to our university. As computational method 
becomes increasingly more important in Science and Engineering, the need to collaborate and exchange 
ideas and experiences become more important as well. ANSCSE has a long history of being the major 
forum for computational scientists to communicate their ideas to their fellow scientists. Recently, the use 
of computational techniques has been extended to a broader domain of problems beyond science, such as 
the attempt to understand economy, human society, social networking. Especially, computational 
techniques are also utilized to hit global problems and goals, such as, renewable energy and pollutions, 
which leads the thematic area of this version of ANSCSE as the ‘Modern Computational Approaches for 
Decarbonized Society’. This year, we return to have our first full onsite conference since the COVID-19 
pandemic, with many interesting international keynote speakers, workshops, and also presentations by 
many exciting researchers. I am confident that with the experience of the organizing team from KMUTT 
and strong academic committees from CSEA, we will have a great and fruitful conference. Finally, thank 
you for coming and we look forward to seeing all the participants in Pattaya.  

Best wishes,  

Prof. Dr. Poom Kumam  

ANSCSE 26 Chairman 
 
Center of Excellence in Theoretical and Computational Science (TaCS-CoE),  
Faculty of Science, King Mongkut’s University of Technology Thonburi (KMUTT), Thailand.  
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Identifying Human Fingerprints by Using Optical Coherence 

Tomography Image with Deep Learning 

Papawit Nongkhunsana, Panomsak Meemona, Ittipon Fongkaewa, 1 
aSchool of Physics, Institute of Science, Suranaree University of Technology, 111 University Avenue, Muang, Nakhon 

ratchasima, 30000, Thailand. 

Abstract 

Optical coherence tomography (OCT) has generated depth images of living tissue in various fields. In 
this research, we propose a novel approach to improve the security and performance of traditional 
fingerprint scanners using OCT technology for internal finger biometrics. Our system utilizes the internal 
structure of the fingertip, such as sweat glands, epidermis, and dermis, to construct a 3D finger model. We 
extract features from the internal fingertip image using pre-trained deep learning models, including 
Inceptionv3, VGG16, Xception, ResNet50, and a custom model. A voting method is employed to ensure 
the system's robustness. We collected a dataset of internal fingertips from twelve unique fingers, 
representing twelve users, with around 1,000 images for each finger. We split 60% of the data for training 
and the rest for validation. Our experimental results show that the proposed method achieves an accuracy 
and prediction rate of approximately 99%, as evaluated using the confusion matrix. These results suggest 
that deep learning-based security systems utilizing internal fingertip data may be able to replace traditional 
verification systems with higher security. However, the effectiveness of the proposed method must be 
further validated and tested in real-world scenarios. Additionally, future work may include integrating this 
technology with in-house OCT hardware for better practical application. 
 
Keywords: Optical coherence tomography; Deep learning; Voting method 
 

1. Introduction 

In recent years, biometric technology has gained popularity to protect personal information and 
maintain privacy in numerous businesses. Fingerprint identification is one of the most prevalent biometric 
techniques. Traditional fingerprint identification methods, however, are susceptible to cyberattacks, 
particularly those involving forged fingerprints. The vulnerabilities in the technology allow hackers to 
obtain unauthorized access to sensitive information [1]. Consequently, developing more sophisticated and 
secure fingerprint identification systems is essential. Conventional fingerprint technology captures 
external fingertip information using capacitive [2], optical reflection [3], or ultrasonic sensors to generate 
a template that is compared to the input data when a user tries to access the system [4]. This approach 
leaves the system susceptible to spoofing attacks by presentation attack instruments (PAIs) that can 
manipulate the surface of the finger [1]. To protect personal information in the digital age, it is necessary 
to enhance the security and accuracy of fingerprint identification systems in light of the growing use of 
biometric technology. Optical coherence tomography (OCT) technology has emerged as a promising 
solution to the security problems associated with conventional fingerprint identification systems. Similar 
to ultrasound imaging but with a higher resolution, OCT provides cross-sectional images of living tissues 
and biological substances using non-harmful near-infrared light [5]. The two most common OCT 
implementations are TD-OCT and SD-OCT, with the latter being faster and more efficient [6, 7]. 
Numerous fields, including dermatology [8, 9], ophthalmology [10], biology [11, 12], aquatic toxicology 
[13, 14], and material characterization [15, 16], have benefited from the application of OCT technology. 

 
1* Corresponding author. Tel.: +66-4422-3705; fax: +66-4422-4185. 
E-mail address: ittipon@sut.ac.th 
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Recent research indicates that optical coherence tomography (OCT) technology can significantly 
improve the security and accuracy of fingerprint identification systems. Nevertheless, traditional methods 
have flaws, and fake fingerprints can circumvent the technology. The risk stems from the fact that 
conventional systems only account for the finger's surface, which is the area that presentation attack 
instruments (PAIs) can manipulate. PAIs are inexpensive and readily available substances such as glue, 
play-doh, gelatin, etc. These toys can be used to commit fraud in a traditional high-security system with 
an approximate 70% success rate [17]. Therefore, developing more sophisticated technologies for 
detecting and preventing such attacks is essential. The Optical Coherence Tomography (OCT) technology 
is more effective against attacks involving non-authentic fingerprints, with an actual detection rate (TRD) 
of 99.73 percent, Chugh et al. [18] reported that OCT could distinguish between spoofed and actual 
fingers. 

In addition, Akbari et al. have investigated the recognition of fingerprints using OCT fingerprint images. 
Their research demonstrated that the algorithm used to recognize OCT fingerprints could be enhanced by 
automating fingerprint recognition [19]. Moola et al. have studied traditional fingerprints using OCT and 
reported that when OCT technology is integrated into the device, the system performs better than normal 
[20].  To take advantage of the potential of OCT technology, this research aims to develop more secure 
authentication and verification systems less vulnerable to cyberattacks. We will use SD-OCT to collect 
and analyze image data in order to identify unique fingerprint images with a 99% degree of accuracy using 
deep learning techniques and computer vision. We will also perform a classification algorithm on multiple 
classifications using Python programming. Using OCT images and deep learning techniques, we aim to 
improve the security and accuracy of fingerprint identification systems in the digital age and safeguard 
sensitive data. 

2. Materials and Methods 

2.1 OCT system and data collection 

The SD-OCT utilized in this study had a central wavelength of 840 nm and was generated by a 
superluminescent light-emitting diode, as shown in Figure 1. (SLED). The wave delivers light to the beam 
splitter, which then separates the light into a reference beam and a sample beam. The reference beam was 
reflected along the same path as the beam splitter after being directed to a reference mirror. The sample 
beam is transmitted to the objective lens, which focuses on the sample. Additionally, the objective lens 
combines the light reflected from the sample's structure. An interference signal was produced when both 
beams reflected off a beam splitter. A specialized, high-speed spectrometer was utilized to detect the 
interference signal in the spectral domain. To receive the depth signal, the spectral interference was Fourier 
transformed. By laterally scanning the focused beam with a Galvanometer mirror, we could acquire a 
cross-sectional image of 3D data. Each cross-section has a 1000x1000 pixel resolution. The capture area 
is approximately 4x4 mm, and the sampling distance between each pixel is about 4 mm. The imaging 
speed is around 25 frames per second. 

 
 
 
 
 
 
 
 
 

Figure 1. (a) A diagram of the SD-OCT and (b) a sample head for 
imaging. 
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2.2 Capturing and collecting internal data from fingertip 

We captured internal fingerprint images using in-house OCT hardware with an imaging resolution of 
1000x1000 pixels, corresponding to a 4 mm x 4 mm fingerprint area. Figure 2 shows an example of a B-
scan (slice) image. Images reveal that the internal structure of the finger consists primarily of three layers: 
1) epidermis, 2) dermis, and 3) subcutaneous. The surface finger or stratum corneum is the uppermost 
layer of the epidermis, which contains sweat glands [21]. The viable epidermis, which represents the 
innermost layer of the fingertip, is the subsequent layer. In the dermis layer, the papillary and reticular 
dermis were visible. As a result, when a user sustains a minor injury, all depth information could serve as 
a mother template and contain sufficient data for security, even if the finger surface is contaminated 
because internal information also retains the ridges and valleys. Sweat glands and pores could improve 
the accuracy of fingerprint identification [22]; this application of OCT properties is a breakthrough and 
superior to conventional fingerprints, as the latter cannot reach this layer. 
 

 

                                     
 

 
According to the aforementioned images, the captured images demonstrated promising performance at 

multiple depths. Consequently, images are commonly referred to as layer images; this made the oct-
captured technique unique because they contain internal information about the finger that should result in 
a more secure system. As a result, we collected 30 unique fingerprints from three SD-OCT participants; 
due to the slow scanning speed, each finger must remain still for approximately one minute. From the 3D 
OCT volume data, we will then extract the 2D fingerprint image. The OCT scanning procedure involves 
projecting a light beam onto the tissue and measuring the reflected light to generate an image. In the case 
of internal fingerprint imaging, light is projected onto the fingertip, and the reflected light captures the 
finger's internal structure, including the sweat glands, epidermis, and dermis. The resulting OCT image 
can be utilized to extract fingerprint identification features, providing a potentially more secure alternative 
to conventional fingerprint scanners. 

2.3 Image augmentation 

Image augmentation is used to randomly adjust the dataset, thereby increasing the dataset's diversity 
for a more accurate model and mitigating the overfitting issue. The outcome of the prediction should be 
better. Image processing enlarges a small dataset; examples of image processing include random 
cropping, adjusting contrast, rotation, and noise adjustment. The effect of image enhancement is 
enhancing the performance of the model [23]. An example of the image being enlarged is shown in 
Figure 3. 

 
 

Figure  2.  B-scan image with the dept information of fingertip. 
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Figure 3 Image processing which A)raw data, B) contrast adjust with noise filter(median filter), C) and 
D) Heat mapping 

Figure 3 depicts the image processing of an OCT fingerprint, where A is the raw data, and B is the 
processed image with noise (median filter) and contrast adjustments. C and D are heat maps used to 
comprehend the information on the various sides and how networks will extract features from the images. 
As can be seen, image processing would provide significantly more information about internal fingertip 
data. Figures 3C and 3D show that the interior surface has a high density; we could use this region as a 
biomarker for fingerprints [24]. With all the interior raw and processed data details, it is possible to predict 
what computers and convolutional neural networks (CNNs) will look for in this data. After analyzing the 
OCT-obtained internal fingerprint images, we observed increased information density from the surface to 
the interior. 

Deep learning techniques can improve the accuracy of fingerprint recognition by incorporating this 
information. Figure 3A depicts the unprocessed OCT image of the fingerprint. It is difficult to extract 
useful characteristics from it. As demonstrated in Figure 3B, we applied a median filter to the image to 
reduce noise and extract more distinct features. Using the OCT data, we also generated a heat map of the 
fingerprint, as shown in Figures 3C and 3D. The heat map depicts areas of high and low image intensity. 
We can observe that high-density regions are present from the fingerprint's surface to its interior. This data 
confirms that it can be used to create a more precise and secure fingerprint identification system. We use 
heat mapping to ensure that OCT fingerprint images contain sufficient internal information for 
identification. Only The images were processed with a median filter (3B), and our CNN was fed the raw 
data (3A). High levels of noise and interference in the raw OCT images can negatively impact the 
performance of the CNN. To solve this issue, we used a median filter to reduce noise and preserve the fine 
details of the fingerprint valleys, ridges, and other information. 

2.4 Deep Learning and Classification Model 

Our deep learning strategy utilized convolutional neural networks in this work. The dataset was split 
into two sets: a training set and a validation set, with 60% of the data assigned to the training set and 40% 
to the validation set. For the multiclass labelling of 12 fingers, one-hot encoding was used to refer to 12 
unique users. We downsized the images and converted them to arrays to conserve computational resources. 
The initial layer of our model was a convolutional layer that extracted image features. Next, the data was 
sent to the max pooling layer, which reduced the data's size while retaining only the most essential details 
or values. We utilized the dropout layer to prevent overfitting [25]. The activation function rectified linear 
unit (ReLu), was essential to the design of our neural network architecture. 

2.4.1 Architecture of model 

In this work, the model was created from five different architectures. In the first design, we will design 
our custom network architecture for predicting the fingerprint. In the other models, we will use the 
complex architecture from ImageNet that InceptionV3, Restnet50, VGG16, and Xception will use for 
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training the model, respectively [26, 27]. Then, we will ensure user confidence in the system by combining 
all three models. For the design parameter depicted in Figure 4, a convolutional layer with 128 features 
and a kernel size of 3x3 was extracted. Therefore, the ReLu activation function was utilized in this layer 
[28]. The pooling layer utilized max-pooling to collect the 2x2 essential data. A learning rate of 0.0001, a 
batch size of 128, and 1000 epochs were used during training. In this work, the models were compiled 
using the Adam optimizer, a batch size of 64, and 500 training iterations. After each training cycle, the 
learning rate was decreased by a factor of 10 from 0.1 to 0.000001 in order to promote convergence. 
However, due to out-of-memory (OOM) issues, it could not further reduce the learning rate. Due to OOM 
constraints, the maximum batch size was limited to 64 units. Due to OOM issues, the input image size 
was also restricted to 128x128x3. It was impossible to reduce the model's size any further because doing 
so would have necessitated the removal of essential components and negatively impacted its performance. 

 
Figure 4 Neural network architecture diagrams of a model 

Google developed the InceptionV3 architecture as the third iteration of its deep learning convolutional 
neural network architecture for image classification and identification applications. InceptionV3 was used 
to train around one thousand classes using an ImageNet picture dataset containing over one million 
images. This InceptionV3 has a high classification efficiency; hence it was chosen for fingerprint training 
[27].  The following model selected is the Xception model. The Xception architecture is based on the 
Inception architecture, which extracts information from input images using a combination of 1x1 and 3x3 
convolutional filters. Xception, however, replaces the 3x3 filters with depthwise separable convolutions, 
which involve two steps: first, applying a single convolutional filter to each input channel (i.e., the 
"depthwise" part), and then concatenating the results and applying a 1x1 convolutional filter (i.e., the 
"separable" part) [26]. Next, the ResNet50 model, a deep residual network, was developed and trained on 
the ImageNet dataset, which consists of millions of photographs of various objects. The massive dataset 
from which our pre-trained model has acquired a wealth of features can serve as the basis for our 
fingerprint classification problem. The pre-trained ResNet50 model will be fine-tuned by training it on a 
smaller dataset of OCT images of human fingerprints. This fine-tuning procedure will update the pre-
trained model's weights [29]. Significant image classification dataset ImageNet was previously used to 
train the deep convolutional neural network model with the VGG16 architecture. Transfer learning 
modifies a once-trained model for a new task by adding data, in this case, OCT pictures, into the weights 
of its layers. Several fully connected layers follow several stacks of convolution and pooling layers in 
VGG16's architecture. The convolution layers collect spatial and channel-wise data, whereas the pooling 
layers lower the spatial dimension of the feature maps while preserving the essential data. The layers with 
complete connectivity create predictions depending on the input image. The output of the VGG16 model 
may be connected to a fully connected layer containing several neurons equal to the number of classes in 
the target task, in this case, the number of classes for various fingerprints. The class of an input image is 
predicted based on the output of the fully linked layer. Therefore, rather than starting from scratch, the 
modified VGG16 model can be trained end-to-end using the OCT data, thereby increasing its accuracy for 
the fingerprint detection task [30]. 

2.5 Ensemble model 
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We proposed the ensemble model for more precise or reliable forecasting. Using a weighted average or 
some other mathematical function, an ensemble model combines the aforementioned distinct models to 
provide a single output. Typically, the ensemble model is utilized in applications where the objective 
requires the highest achievable level with limited computational resources and data. The ensemble model 
we employed is a voting method classifier, a voting ensemble in which each model makes a prediction, 
and a majority vote determines the final prediction. For instance, if five models forecast A, B, and A, the 
final prediction would be A. In our scenario, there are twelve classes for each finger. Figure 5 depicts the 
diagram of the voting ensemble model. We proposed the ensemble model for more precise or reliable 
forecasting. Using a weighted average or some other mathematical function, an ensemble model combines 
the aforementioned distinct models to provide a single output. Typically, the ensemble model is utilized 
in applications where the objective requires the highest achievable level with limited computational 
resources and data. The ensemble model we employed is a voting method classifier, a voting ensemble, in 
which each model makes a prediction, and a majority vote determines the final prediction. For instance, 
if five models forecast A, B, and A, the final prediction would be A. In our scenario, there are twelve 
classes for each finger. Figure 5 depicts the diagram of the voting ensemble model. 

 
 
 
 

 
\ 

 

 

Figure 5 diagram of voting ensemble method 

 
 

  Parameter
s 

Initial input 
size 

Initial learning 
rate 

Batch-
size 

Epoc
h 

Optimiz
er 

Network
s 

  

Inception-V3 128x128x3 0.00001 64 500 Adam 
Xception 128x128x3 0.00001 64 500 Adam 
VGG-16 128x128x3 0.00001 64 500 Adam 
Resnet-50 128x128x3 0.00001 64 500 Adam 
Custom model 128x128x3 0.00001 64 500 Adam 

Table 1 The parameter settings for four TL networks and a custom network. 
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The parameters utilized by the networks are detailed in Table 1. Set the initial input size and batch size 

to optimize the use of computational resources. The learning rate is then modified until the learning curves 
converge, ensuring the model can generalize well to the current dataset.  

The model weights were modified during training using backpropagation to minimize the categorical 
cross-entropy loss function. The models were created utilizing the Adam optimizer, 64-person batches, 
and 500 training iterations. After each training cycle, the learning rate was reduced by 10 from 0.1% to 
0.000001% to promote convergence. It was unable to cut the learning rate further due to out-of-memory 
(OOM) difficulties. Due to OOM restrictions, the batch size could not exceed 64, and the maximum image 
size was 128x128x3. It was impossible to reduce the size any further because doing so would have resulted 
in losing important components and diminished the model's performance. 

2.6 Evaluation model 

Using model evaluation, we can determine how well the model can solve our problem. In addition, 
various metrics can be used to evaluate the performance of a DL model. These metrics depend on the task 
the model was designed for and can include accuracy, precision, recall, and F1 score. Then we will use it 
to calculate and visualize the model's performance through a learning curve and confusion matrix [31].   

3.  Results 

3.1 Learning curve 

This work uses images of twelve internal fingertips of three people that capture from OCT scans to 
identify the person using deep learning techniques. We create a dataset for around 12,108 impressions. 
Then we randomly split 60 percent for the training set and 40 percent for the validating set for each model. 
The learning curve of each model will show in Figure 6 below.  

 

 
Figure 6 the learning curves 
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The learning curve is important when assessing a machine learning model's performance. It gives a 
broad picture of the link between the model's accuracy and loss and the total number of training epochs. 
The training accuracy and loss are metrics used to evaluate how well the model performs during training 
on the training dataset. The training accuracy is the percentage of correctly classified images in the training 
dataset, while the training loss measures how well the model is able to predict the correct label for each 
image in the training dataset. The model's accuracy generally grows while the loss decreases as the number 
of epochs rises. This pattern might not always hold, and the learning curve can be used to spot problems 
with the model, including overfitting, underfitting or lack of convergence. To optimize the performance 
of the model and adjust its hyperparameters, it is crucial to analyze the learning curve.  

Figure 6 displays the result of training the data. First is the custom model result (Figure 6.1); training 
and validation accuracy started at low values and increased as the number of epochs increased. The 
training and validation loss, on the other hand, started high and decreased as the number of epochs 
increased. The initial high loss could be due to the random initialization of the model's weights. The 
weights were optimized as the model continued to train, resulting in a decreased loss. The validation 
accuracy also increased along with the training accuracy, indicating that the model was not overfitting to 
the training data. Additionally, the validation loss started higher than the training loss and remained 
slightly higher throughout training, which could be because the validation data was not used for weight 
optimization. 

Based on the learning curve for the InceptionV3 model in (Figure 6.2), we observed that the accuracy 
and validation accuracy started at a higher initial value compared to the first model (Figure 6.1). The 
validation accuracy for this model was relatively consistent and had a slight dip towards the end. The 
training and validation loss showed a similar pattern as our model, where it started high and converged 
towards zero with higher epoch values. However, the final training loss was lower in this model, which 
indicates that the model could fit the data more accurately. Overall, the learning curve for the second 
model showed that the model was able to perform well on the data and achieve high accuracy with low 
loss values. Figure 6.3 illustrates the learning curve for the third model, ResNet50, which began with low 
training and validation accuracy and significant training and validation loss. The model quickly 
incorporated additional data, and by epoch 8, it had an accuracy of 0.99 and a loss of 0.034. The subsequent 
rapid increase in training and validation losses implies that the model may have begun to overfit. Despite 
this, the model completed the training phase with a high degree of accuracy. With a final score of 0.97 and 
a validation loss of 0.10, validation accuracy maintained a high level of consistency. Despite some 
evidence of overfitting, the ResNet50 model performed well in classifying fingerprint images accurately. 
Figure 6.4 depicts the learning curve for the VGG16 model. From the beginning epochs, both the training 
and validation accuracy grow dramatically while the loss decreases. At epoch 207, the model reaches its 
highest level of accuracy, with a training accuracy of 0.91, a loss of 0.39, a validation accuracy of 0.98, 
and a validation loss of 0.07. After the peak, the accuracy does not increase appreciably, however, the 
validation loss grows substantially at later epochs, indicating overfitting. The model achieved great 
accuracy on both the training and validation sets, with a final validation accuracy of 0.99 and a final 
training and validation loss of 0.002.  In Figure 6.5, the learning curve for the Xception model shows a 
slow start with low accuracy and high loss in the beginning. However, as the number of epochs increases, 
the model converges, and the training and validation accuracy improves significantly while the loss 
decreases. At the end of the training, the model achieves high accuracy on both the training and validation 
sets with a shallow loss, indicating that the model performs well and generalizes to unseen data. 

Overall, the learning curves of the five models show a similar pattern of convergence where both the 
training and validation losses decrease with increasing epochs. In contrast, the training and validation 
accuracies increase. However, the specific shapes of the curves vary between the different models, likely 
due to differences in their architectures. The ResNet50 and Xception models start with relatively low 
accuracies and high losses but eventually achieve high accuracies and low losses after many training 
epochs. On the other hand, the other models start with relatively high accuracies and lower losses but still 
improve with more training. Overall, all of the models achieve very high validation accuracies and low 
losses, which indicates their effectiveness for classification tasks. 
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3.2 Confusion matrix 

The confusion matrix is a table that contrasts expected and actual classes to demonstrate the 
performance of a deep-learning model. It is a tool that evaluates the accuracy of a model and identifies 
improvement opportunities. When describing model performance in academic articles, particularly when 
dealing with multiclass classification challenges, the confusion matrix is useful. The five confusion 
matrices provided correspond to the performance of five models trained on a 12-class classification issue. 
Each matrix is a 12 by 12 table that indicates the number of accurate and inaccurate predictions made by 
the model for each class. In each matrix, the diagonal values reflect the number of accurate forecasts, 
while the off-diagonal values represent the number of inaccurate guesses. The confusion matrix for each 
of the five models is displayed in Table 2(a-e). 

 
 

Table 2 Confusion matrix table that shows the performance of the 5 models a) Individual model, b) 
InceptionV3 model, c) ResNet50 model, d) Vgg16, and e) Xception model. 

 
 

 

a b 

c d 

e 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 10 - 

From Table 2a, Custom model: The large number of accurate predictions (90 or more) for the majority 
of classes demonstrates the custom model's high overall accuracy. Some things could be improved in the 
predictions, particularly for users 1, 6, and 11, where the model misclassified one or two data. For user 4, 
the model has the highest accuracy, with every prediction coming true.  Most of the InceptionV3 (Table 
2b) model's predictions were accurate, showing a high level of overall accuracy. Each of users 1, 3, 5, and 
11 has a number of erroneous predictions, indicating that the model has difficulty with these people. Users 
4 and 7 have the most accurate model, with all accurate forecasts.  For Table 2c ResNet50 model, the 
majority of predictions were accurate, suggesting a good level of general accuracy. The model has 
difficulty with users 1, 3, 5, and 10, as each of these classes has some incorrect predictions. Users 4, 7, 
and 8 have the most accurate model, with all accurate forecasts. In addition, Table 2d demonstrates that 
the VGG16 model has a high overall accuracy, with the majority of forecasts being true. The algorithm 
has difficulty with users 1, 5, and 11, as each of these categories has several erroneous predictions. For 
user 4, the model's accuracy is the highest, since all predictions are accurate. The Xception model has the 
highest overall accuracy for Table 2e and produces accurate predictions for the majority of courses. There 
are a few mistakes in the forecasts for users 1, 2, 3, and 11. The algorithm misclassified one or two data 
points as belonging to a different user. For user 4, the model's accuracy is the highest, since all predictions 
are accurate. 

The confusion matrix, in short, offers a helpful summary of each model's performance, showing each 
strategy's advantages and disadvantages—the result after testing five models with unseen 1104 images. 
The overall classification performance can be enhanced using these results to inform future model or data 
preprocessing adjustments. In summary, precision, recall, and F1 score are evaluation metrics calculated 
from a confusion matrix and used to assess a classifier's performance, illustrated in Table 3. 

 
 

Table 3 Classifier report table. 

Network Accuracy Precision Recall F1-score Support 
Inception-V3 97.59 97.65 97.61 97.62 1104 
Xception 99.13 99.2 99.18 99.19 1104 
VGG-16 100 100 100 100 1104 
Restnet-50 97.1 97.18 97.1 97.12 1104 
Custom model 98.65 98.66 98.69 98.67 1104 
Voting method 100 100 100 100 1104 

 
Table 3 displays the performance result of four different pre-trained models, a custom model, and a 

voting method. The metrics include accuracy, precision, recall, and F1-score. The models achieved high 
levels of accuracy, ranging from 97.1% to 100%. The VGG-16 model achieved 100% accuracy, correctly 
classifying all the instances in the test set. The Xception model achieved the highest accuracy of 99.13%, 
followed by the custom model with an accuracy of 98.65%. In terms of precision, recall, and F1-score, all 
models performed well, with scores ranging from 97.18% to 100%. The VGG-16 model achieved perfect 
scores of 100% for all metrics, while the custom model achieved the highest F1 score of 98.67%. 

The classification report shows that all models, including the custom model, performed well in 
classifying the test set. However, it's crucial to remember that measurements like accuracy alone can be 
deceptive, especially when working with unbalanced datasets. That's why it's essential to consider other 
metrics, such as AUC and ROC curves, to better understand the overall model performance. In this regard, 
the pre-trained deep learning models and the custom model achieved high AUC scores, with the voting 
method combining their strengths to achieve perfect scores in all metrics. Therefore, using multiple models 
and evaluation metrics, including AUC and ROC, can lead to a more robust and reliable classification 
performance below in Figure 7(a-f). 
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Figure 7  AUC and ROC curve that shows the performance of the 5 models a) Individual model, b) 
InceptionV3 model, c) RestNet50 model, d) Vgg16, e) Xception model, and f) voting method. 

Specifically, our designed model (Figure 7a) for this purpose: The AUC for this model is 0.9953, 
showing that it distinguishes between positive and negative classifications adequately. The ROC curve 
illustrates that when the false positive rate (FPR) increases, the true positive rate (TPR) increases rapidly, 
showing that the model has high sensitivity and can identify real positives at a low cost of false positives. 
When the TPR reaches 1, the curve flattens, indicating that the model's classification performance at that 
level is optimal.  In Figure 7b, the AUC for the InceptionV3 model is 0.9998, which is greater than the 
AUC for the custom model and demonstrates that it performs extraordinarily well at differentiating 
positive and negative classes. The ROC curve illustrates that while the FPR grows, the TPR climbs rapidly, 
confirming the model's high sensitivity and ability to recognize true positives with a low rate of false 
positives. When the TPR reaches 1, the curve flattens, indicating that the model's classification 
performance at that level is optimal, indicating that the model can perform perfectly for classification at 
that level. Figure 7c demonstrates that the AUC for ResNet50, which is also quite high at 0.9997, 
distinguishes between positive and negative classifications. The ROC curve illustrates that while the FPR 
increases, the TPR increases rapidly, suggesting the model's high sensitivity and capacity to recognize true 
positives with a comparatively low rate of false positives. When the TPR reaches 1, the curve flattens. The 
models for VGG16 and Xception (Figures 7d and 7e, respectively) exhibit an AUC of 1, the maximum 
attainable value, demonstrating remarkable ability in distinguishing between positive and negative 
classifications. The ROC curve illustrates the model's capacity to achieve optimum classification 
performance, with a TPR of 1 and an FPR of nearly 0, showing that the model has a high degree of 
sensitivity and specificity.  In the final case voting technique (Figure 7f), the AUC is 1.0000, which is the 
maximum attainable value and indicates that the model distinguishes between positive and negative 
classifications perfectly. The high TPR values for various thresholds indicate that the model has a high 
sensitivity, i.e., it properly identifies a substantial number of positive cases. The low FPR values also 
indicate that the model has a high specificity, which indicates that it properly identifies a substantial 
fraction of negative situations. The outcomes indicated that the voting mechanism is highly effective for 
classifying data. 

It is clear from examining the outcomes of the many models and the voting process that each model 
exhibits distinct performance levels, as evidenced by their AUC values and the forms of their individual 
ROC curves. The distinct qualities and advantages of each model are highlighted by the disparities in the 
AUC values and ROC curve shapes, which may be traced to the particular behaviour of each classifier for 
the given task. It is important to consider not only the AUC values and ROC curves but also other 
performance metrics such as precision, recall, and F1-score, to gain a comprehensive understanding of 

c a b 

d e f 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 12 - 

each classifier's performance. Additionally, analysing the confusion matrix can provide valuable insights 
into the model's overall performance and potential areas for improvement. 

3.3 Model interpretation 

Due to the growing use of sophisticated AI models and algorithms in crucial decision-making 
procedures, Explainable Artificial Intelligence (XAI) has attracted much interest in recent years [32, 33]. 
We use shap known as SHapley Additive exPlanations (SHAP) [34]. SHAP aims to provide 
understandable explanations for individual predictions made by any machine learning model. The table 
below will show the explainable model by random image for each model. The result of the model 
interpretation will show in Table 4. 

 
Table 4 Explainable model table shows the feature selection 

Original 
image 

    

Custom 
model 

    

InceptionV3 

    

ResNet50 

    

VGG16 
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Xception 

    
 

In this study, we analysed the trustworthiness and interpretability of five distinct models: 1) a custom 
model, 2) InceptionV3, 3) VGG16, 4) Xception, and 5) ResNet50. We used the SHAP method to determine 
the significance of features and model explanations. It provided valuable insight into the decisions made 
by these models when presented with random, unseen data. SHAP generates colour-coded descriptions, 
where each colour represents the impact of a particular feature on the model's prediction. Positive values 
(red) indicate that the presence of the proportional feature increases the prediction probability, whereas 
negative values (blue) indicate that the presence of the proportional feature decreases the prediction 
probability. The impact on the prediction is proportional to the magnitude of the colour's intensity. The 
following table provides an exhaustive explanation of the procedure for selecting features. We consider 
four randomly selected images from the unseen dataset to illustrate how each model interprets the input 
data differently. 

Using the SHAP method, the following analysis examines the feature selection procedure for five 
distinct models: models - Custom, InceptionV3, ResNet50, VGG16, and Xception. We evaluate four 
randomly selected images from an unseen dataset to illustrate how each model interprets the input data 
differently. The Custom model focuses primarily on the surface area of the fingertip, whereas the 
InceptionV3 and ResNet50 models exhibit a wider distribution of influential features throughout the 
images. In contrast, the VGG16 model focuses on particular, important image features, such as the 
fingerprint surface area, sweat gland areas, and sweat pores. Lastly, the Xception model exhibits a red 
cluster distribution similar to that of the InceptionV3 and ResNet50 models. By gaining an understanding 
of these feature selection processes, we can gain valuable insights into the decision-making mechanisms 
of each model, which may inform the development of more effective models in future research. By 
analyzing and comparing the interpretability results of these five models in conjunction with traditional 
evaluation metrics such as accuracy, precision, recall, and F1-score, as well as domain-specific metrics 
pertinent to the problem at hand, we can gain a deeper understanding of their behaviour. This holistic 
approach will ultimately aid in guiding the selection of the most suitable model for a given application 
and enhancing model performance through the engineering of targeted features. 

4. Discussion and conclusion 

In this study, a voting ensemble deep learning model was developed for fingerprint classification using 
optical coherence tomography (OCT) images. The model comprised five models, including an individual 
model designed by the authors, an InceptionV3 model, a Restnet50 model, a VGG16 model and an 
Xception model. The model achieved strong performance, as evidenced by the high AUC values on the 
ROC curves for each class and model. The model achieved an overall AUC of 1 on the validation set and 
a holdout test set, demonstrating its ability to generalize to unseen data. Using OCT images as input for 
the ensemble model allowed for capturing high-resolution images of fingerprints, contributing to the 
model's good performance. The model's performance was further visualized through ROC curves, which 
showed that the model could effectively distinguish between the different classes of internal fingerprints. 

The results of this study indicate that the voting ensemble model based on a convolutional neural 
network utilizing OCT images is a promising approach for fingerprint classification tasks. However, there 
is still room for performance enhancement with this model. The model's generalization ability and overall 
performance may be enhanced by additional hyperparameter tuning and the use of a larger and more 
diverse training dataset. Using the AUC values on the ROC curves can be a useful metric for assessing the 
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performance of the model in such tasks. Observed differences in AUC values and ROC curve shapes 
between models highlight the importance of selecting the optimal model for a given task while also 
considering other performance metrics and classifier properties. As demonstrated by the exceptional AUC 
value of 1.00 achieved in this instance, it is possible to enhance classification performance by combining 
the strengths of multiple models using the voting method. This study contributes to the development of 
effective and trustworthy fingerprint classification methods, which may have applications in forensics and 
biometric identification. 
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Abstract 

 
In 2019, Thailand exported fragrant coconuts worth over two billion baht, which was still 

insufficient to meet the global market demand. Due to the significant demand for coconut products, it is 
crucial to monitor the cultivation areas periodically to effectively plan and estimate production for 
processing facilities. Aerial photography can be used to analyze the unique pattern of the perennial coconut 
plant, and the central coconut-growing region of Ratchaburi in Thailand was selected as the study site for 
the coconut cultivation areas. To efficiently detect coconut trees in broad areas, modern technology such 
as Graphics Processing Units (GPUs) can significantly decrease processing time. The You Only Look 
Once (YOLO) deep learning model was employed to identify coconut trees, and its output was compared 
with Land Development Department (LDD) data obtained through the THAGRI platform. Our 
methodology was effective in detecting coconut palms in the region, provided that the trees were not 
planted too closely together. However, the model's efficiency decreased when the coconut trees were 
densely planted. In addition to identifying the coconut cultivation site, the YOLO model also identified 
individual coconut trees, which can significantly decrease the amount of time needed to plan coconut 
cultivation locations.  
 
Keywords: Coconut; Deep learning; Image processing; Object detection; YOLO 
 

1. Introduction 

The high export value of coconut, which surpasses two billion baht annually, indicates that it is a 
significant economical crop in Thailand. Because coconuts may be processed into a variety of goods, 
including coconut cream, coconut oil, coconut sugar, charcoal, and more, there is also an ongoing trend 
toward a rise in the market value of coconut exports over time. Consumers like the fruit because it may be 
used as an ingredient in a variety of food products, including coconut water. In this scenario, consideration 
is focused on the fragrant coconut type, as according to market statistics, demand is increasing, and supply 
is insufficient to satisfy that demand. For processing facilities to efficiently manage their supply chain 
while maintaining efficient monitoring of aromatic coconut crops, access to up-to-date data is necessary. 
It is a consequence of the reality that they are unable to identify the surrounding coconut plantations' 
precise locations. An updated mapping platform is required for producing agricultural maps for 
agricultural enterprises in various regions. This technology will make it possible to track and monitor 
coconut crops accurately, ensuring that the supply chain is efficiently maintained. The traditional method 
was made up using field surveys carried out by human laborers to gather information on the coconut 
plantations, which was subsequently updated on the maps. A significant amount of time and resources was 
required to complete this operation. These restrictions made it difficult to always maintain the data’s 
novelty. Therefore, it's important to consider and put forward alternative solutions, like real-time mapping 
systems that make use of innovative technologies such as aerial photographs, remote sensing, and 
geographic information systems (GIS). Due to the adoption of these technologies, coconut plantations can 
possibly be identified and monitored in less costly and more efficient manners, provided their agriculture 
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maps are consistently updated and precise. However, in particular regions or for particular crops, human 
involvement remains necessary to ensure data accuracy. Using a data collaboration platform, the 
Department of Land Development's latest data on coconut plantations can be accessible, with THAGRI 
assisting to manage the necessary elements. Since the majority of the data on this platform is not open 
source, it offers effective access to data for a variety of organizations. Therefore, rights management is 
essential for both data owners and users who want to benefit from the data. On fragrant coconuts, the 
aforementioned preliminary information is accessible. From 2018, the data on coconut plantation 
cultivation have not been updated. In order to assist those who require the information for management 
and organizational goals, a preliminary classification of the coconut plantations is necessary.  

The province of Ratchaburi was chosen for this study because it is well known for having the highest-
ranking production of fragrant coconuts in Thailand. According to the preliminary hypothesis, coconuts' 
leaves differ significantly from those of other kinds of plants. It is possible that one may use this unique 
characteristic to distinguish coconuts from other kinds of plants. Large-scale satellite imagery processing 
demands a lot of resources, especially when it involves classifying various objects in the images. It could 
be achieved to reduce a significant amount of time by using GPU based processing as an additional 
technique that assists achieve time spent processing optimization. Deep learning techniques have made 
considerable strides in computer vision, and they have been needed in developing of techniques for object 
detection in images. It has improved significantly in its ability to recognize objects very precisely. This 
technique's resource-intensive nature is a downside, either. Deep learning tasks can require an enormous 
quantity of computing power. However, the time required for processing has been dramatically reduced 
thanks to the use of GPUs. This has provided it feasible to develop workflows for reliable identification 
of coconut trees across enormous regions. The following has led to the use of image processing in updating 
coconut cultivation maps. YOLO (You Only Look Once) is a type of convolutional neural network used 
for deep learning object classification. Ultralytics was the organization who developed it. The main 
advantage of YOLO is its real-time efficiency, which lends it appropriate for utilization in large-scale 
scenarios. Yolo has been used to detect various kinds of objects, and version 5 of the platform has been 
successfully used by [1] to precisely identify cherry trees. The identification of coconut trees was the 
major objective of this exploration. [2] implemented RPN to carry out the identification of coconut trees 
in the area. The test's position is on a closed island, but the detection results are very accurate. Processing 
time is not given, and there is a shortage of object variety. While [3] use the random forest approach to 
assist identify coconut trees. using high-resolution images taken by UAVs. [4] similar method classifies 
coconut trees using images with high resolution from an UAV while switching the model using Yolov5 as 
an alternative. Although [5] has tested the yolov5 for small object detection, it is accurate quick to detect 
objects. Obviously, image resolution is this aspect that has consequences for the model's accuracy. 
However, for realistic applications, it's reasonable to sacrifice resolution for slightly less accuracy; hence, 
this article shifted to the most recent Yolo version. Additionally, our chosen location contains various kinds 
of objects, and drop-down spatial resolution images were used for testing. A total of 21790 images—196, 
5400, and 16194—were applied in the testing areas. The performance measurement of the experiment's 
findings is necessary due to the scope of this region. To assess the model's performance, it was divided 
into 40 manually labelled images. Along with all 21790 actual images that have been unlabelled. The 
experiment demonstrated that the results for coconut tree detection were acceptable via the model 
constructed from only eighty images. It still has certain shortcomings such will be discussed afterwards, 
compared to the entire number of images that were tested. The negative aspect of YOLO is the fact that it 
has difficulties detecting plenty of surrounding things[6], which is similar to the issue with poor spatial 
quality images when trying to recognize trees. 
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2. Materials and methods  

In this experiment, Fragrant coconut tree detection has been classified by deep-learning models. Groups 
of coconut trees would be group together to detect coconut plantations. The workflow of this system can 
be applied to large-scale area. Figure 1 illustrates the process used for developing the prototype for 
detecting coconuts. 

 

Fig. 1. Workflow of the prototype for coconut detection. 

2.1. Hardware specifications 

We decided to perform the workflow we designed for large-scale situations by using the DGX 
Workstation for our experimentation. It must be able to operate at least at the provincial level, requiring 
the processing of a significant amount of data and the use of massive computer resources, to assure its 
applicability in real-world circumstances. The workflow that was designed for this exploration could be 
operated on a lower-resource computer, although with longer processing times. In addition, the model 
training process consumed the most resources in the workflow. Table 1 contains a list of the DGX 
Workstation's specifications. 

Table 1: Hardware specifications. 

  DGX stations V100 
Central Processing Unit (CPU) 1 x Intel Xeon E5-2698 v4 (20 core 40 threads, 2.2 – 3.6 GHz) 
Memory (RAM) 252 GB 
Storage types SSD 
Graphic Processing unit (GPU) 4 x Nvidia Tesla V100 (16 GB per device) 
Operating system Ubuntu  18.04.6 LTS 

2.2. Software requirements specification 

All of our experiments are based on open-source programming since it offers simple accessibility and 
a wide range of components. Following are the specifics: to set up multiple conditions for working on our 
exploration, we employed containers as based on cschranz/gpu-jupyter from Docker-Hub. It contains 
Python version 3.10.5, Pytorch version 1.12.0, and CUDA Toolkit version 11.7, along with Ultralytics 
YOLOv8. Additionally, we can use Python scripts directly for task scheduling and automation in the 
chosen environment or in an interactive development environment through Jupyter Notebooks for 
displaying results. 

2.3. Dataset 

Low-resolution satellite imagery could result in a reduction in the quantity of information present in 
the objects of interest due to identification of objects requires high-resolution satellite images for accurate 
processing. Consequently, they are inadequate for jobs involving object detection. High-resolution satellite 
pictures from Google Earth base maps, which are updated approximately once a year, have been selected 
as the processing input. Depending on the location, spatial resolution ranged between 0.15 and 15 meters. 
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Coconut is a long-term crop, so it does not require updating frequently like other agricultural products like 
rice, sugar cane, etc. The dataset has been divided into two parts, the first of which contains 80 images 
with manually marked positions for training, and the second of which has 40 images to evaluate the 
performance of the recently developed model. Additionally, unlabelled data with more than 20,000 images 
is available for testing the models against actual data. In order to evaluate the overall effectiveness of data 
management for agriculture map updates, the specifics of the location information for this data are 
described in Table 2. Moreover, each image consists of 640 x 640 pixels.  

Table 2: Locations of datasets. 

Dataset 

Training and 
Testing sets 

Randomly chosen in Ratchaburi province, Thailand.  
It contains for training equal to 80 images and 40 images for testing, 

totalling 120 images. 
Unlabelled Testing sets - latitude and longitude extents 

First area [13.5386463,100.027675]  [13.549708,100.0387367] 

Second area [13.468948721856737, 
99.85694659614347]  

[13.531915321856737, 
99.91736049614347] 

third area [13.5574593, 100.0001742]  [13.628084, 99.9993233] 

2.4. Deep learning model (YOLOv8) 

Python played a key role in our design to develop a computational object search structure—in this case, 
a coconut tree. The deep learning framework has been selected. It can detect items regardless of their size 
and shape, and it can detect a variety of objects because there is no requirement to locate appropriate 
features for object detection. In this instance, more modifications are needed to recognize more things. 
Ultralytics YOLOv8 was designed for real-time object detection, classification, and segmentation. By 
optimizing resource usage, it makes deployment easier on a variety of hardware platforms. 

 

3. Experimental results and Discussion 

In this investigation, an approach using a pre-trained YOLOv8n model was created to update coconut 
plantation areas. The system had been set up in according to Ultralytics' suggested configurations. A 
collection of Eighty labeled images were used as the training set for the YOLOv8n model, which was 
created specifically for the identification of coconut trees. Making use of the LabelImg tool, a Python-
based graphical user interface created with Qt, coconut trees in the photos were manually labelled. The 
model was evaluated for performance and restricts by testing set of 40 photos of coconut trees that were 
already labelled. The YOLOv8n model successfully identified 2,514 coconut trees from the mentioned 
testing set. It missed 1,072 coconut trees and made 114 false detections of objects which weren't coconut 
trees. The accuracy outcome is 67.95%. The dense clustering of coconut trees in some plantation regions, 
which made it challenging for the model to precisely distinguish individual trees, seems responsible for 
its decreased accuracy. However, considering the experiment evaluates the overall detection performance, 
it is important to consider those numbers carefully in terms of an object-based evaluation. Because of this, 
the accuracy value is less than expected. The prototype model performs better than the reported accuracy 
when evaluated on real-world data, as shown in the figure below, proving that it is not as inaccurate as the 
accuracy statistic claims. The statistics make clear that there are relatively few false detections, which are 
mainly due to the model's inability to accurately identify coconut trees that are closely grouped. This is 
especially challenging since the model has issues reliably identifying individual coconut trees when the 
trees are tightly planted next to each other. The resolution of the satellite imagery that was used as well as 
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how difficult it is for humans to identify coconut trees in heavily densely populated areas might have had 
influenced this issue. The creation of this prototype starts with a request for a Google satellite base map 
to be downloaded from a specific region. The developed model will be used to gather images in order 
identify coconut trees. A new map is produced by sorting and combining all the images, which can then 
be updated for agricultural purposes. Each image is 640*640 pixels in size, and the model detects coconut 
trees in less than 20 milliseconds per image. It should be noted that only one graphics card was used to 
obtain this performance. These aspects make this prototype appropriate for use in practical situations. The 
figure below shows a comparison between coconut cultivation area from LDD and the result from the 
model. 

 

Fig. 2. (a) Coconut cultivation area - Ground truth from LDD. (b) Each red box represented coconut tree 
from the model. 

4. Conclusions and Future work 

Although the model's accuracy is not as high as manually counting images, especially with a test set 
sample size of 40 images, it is essential to randomize the images without bias to achieve the ideal 
performance while measuring results. Another problem is that building a model using only 80 photos 
might fail to account for all of the variances in coconut trees, which has a big impact on the model's 
accuracy. However, the model has been tested on a broader collection of test photos—more than 20,000 
images with a total resolution of not less than eight million pixels and a studied area of more than ninety 
square kilometres which resulted in extremely excellent performance and processing times. This is 
appropriate for future expansion. The disadvantage of this prototype system is that, even though it doesn't 
happen often, it can mistakenly classify other objects as coconut trees when the coconut trees in the 
cultivation area are too close to one another. These incorrect facts are, however, eliminated when looking 
at the bigger picture of the identified cultivation area shown in the extraction of coconut trees. There are 
numerous ways to approach this problem in the future, including, among others, modifying the deep 
learning models' structural components to substitutes or utilizing additional techniques to define 
cultivation boundaries. 

  



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 21 - 

 

   
 

   
 

   
 

   
 

Fig. 3. Unlabelled testing images. 
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Fig. 4. Unlabelled testing images. 
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Abstract 

Hydrological simulation is critical in planning and developing a water resource system. Hydrological 
models are often used to plan, manage, and forecast various variables in the hydrological cycle. In 
developing nations such as Pakistan, we can modify present prediction approaches and inflow modeling 
of reservoirs. A suitable approach for forecasting streamflow depends entirely on the data and study 
region. As a result of decreasing reliance on input data, data-driven solutions are becoming increasingly 
popular. This study applied various Artificial Neural Network (ANN) models to anticipate daily 
streamflow, and the results were compared to observed data for a performance evaluation. The research 
was conducted in regions with different climates: The Garhi Habibullah and Narran. Four Input 
combinations were used in this study using past daily flow or discharge, precipitation, and maximum and 
minimum temperature. Statistical measures like the coefficient of determination (R2), root mean square 
error (RMSE), mean square error (MSE), and Normalized root means square error (NRMSE) were used 
to evaluate the ANN models. General Regression Neural Networks (GRNN) performed well at both 
stations. At Garhi Habibullah station, the outcomes of statistical evaluation parameters of input 
combination (PA + TAmax + TAmin) were 0.99, 0.51, 1135, and 5.71 during training, while testing 0.99, 0.00, 
0.262, and 0.181 were found respectively. However, at Narran station, the outcomes of these parameters 
with the input combination (Pi + Timax + Timin) were 0.91, 1.23, 20190, and 41.74, while testing 0.96, 0.72, 
9247, and 38.90 were found, respectively. Other ANNs models also performed well, but the outcomes of 
the GRNN model in respect of statistical parameters were more precise. 
 
Keywords: Artificial Intelligence; Neural Networks; Streamflow, Forecasting, Hydrological Simulation 
semicolons 

1. Introduction  

Forecasting reservoir influx systematically is a vital topic in engineering, which involves integrating 
and planning water resources such as hydroelectric power, water supply, flood control, and drought 
management [1, 2]. Numerous analyses have shown that Pakistan's water crisis worsens due to system 
mismanagement and planning deficiencies. As a result, changing current procedures and policies is 
necessary to address the described situation [3, 4]. In developing nations such as Pakistan, we can modify 
present prediction approaches and streamflow modeling of reservoirs, which can be crucial in water 
resource planning and management decisions. Typically, the suitable approach for forecasting and 
modeling inflows depends entirely on the data and research region. As a result of decreasing reliance on 
input data, data-driven solutions are becoming increasingly popular [5]. Artificial neural networks (ANNs) 
are currently employed in research to solve significant problems such as prediction, optimization, and 
pattern recognition [6]. ANN structure comprises layers referred to as the input, output, or hidden layers. 
Each layer has connected elements (neurons or nodes). A neuron is a component that performs various 
operations, including receiving input data, assigning weights to those data, adding the products of the 
importance and the respective input data, and applying a bias to it. The resulting value is then altered by a 
function called the activation function. The output of these procedures is referred to as the product shown 
in Fig. 1. Individual neurons in each layer are connected so that there is a connection between them and 
the neurons in the subsequent layer via weights that indicate their degree of interdependence and are not 
connected to neurons in the same layer [7]. The ANN's design is critical since it determines the type of 
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ANN to employ and its configured components [7, 8]. Because the architecture of the network determines 
the pattern of connections, the number of weights to be assigned, and how data is communicated through 
the network, the choice of architecture and design network significantly impacts the ANN's efficacy. It is 
thus viewed as the primary consideration when developing the ANN model. Additionally, constructing the 
ANN model is the most time-consuming part[8, 9]. Concerning previous studies on streamflow modeling, 
this study was designed so that different employee ANNs could achieve the primary goals of this research: 
1) to calibrate and validate the ANNs for the modeling of the hydrological process and 2) to determine the 
optimal input combination for the applied ANNs. 

 

Fig. 1. ANNs architecture by different dataset inputs employed in this study. 

2. Methodology 

2.1. Study Area 

This study evaluated different assessment models on two regions, namely Narran and Garhi Habibullah, 
situated in the Jhelum River basin, Western Himalayas, which is the primary catchment of the Indus River 
System shown in Fig. 2. The statistics for both stations are shown in Table 01. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Mangla Watershed and the Narran and Garhi Habibullah Stations 
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Table 1. Statistics of stations 
Stations  Latitude  Longitude Elevation 

(m) 
Std. Median Mean Cv Cs 

Narran 34.9 73.7 2400 52.39 20.76 45.88 114.2 1.44 

Garhi 
Habibullah 

34.4 73.4 820 96.55 55.99 99.41 97.13 1.35 

2.2. Input Dataset 

The ANNs techniques need various meteorological and hydrological datasets such as daily flow or 
discharge, daily precipitation, and daily maximum and minimum temperatures. As earlier mentioned in 
the introduction, these hydrological and meteorological datasets were employed as input for all ANNs 
techniques in this study to achieve our key objective of evaluating the daily discharge of both stations. 
Four different Input Dataset combinations were employed for the calibration and validation of ANNs 
models; Firstly, the average daily rainfall of the station (PA); secondly, the average daily rainfall of the 
station (PA) and average daily maximum temperature of the station (TAmax); thirdly, average daily rainfall 
of the station (PA), the average daily maximum temperature of the station (TAmax), and average daily 
minimum temperature of the station (TAmin) and last one comprises on the average daily rainfall of all the 
stations present in the catchment (Pi), average daily minimum temperature of all station (Timin), and the 
average daily maximum temperature of all the station (Timax). These input combinations are 1) PA, 2) PA + 
TAmax, 3) PA + TAmax + TAmin, and Pi + Timax + Timin.  

2.3. Evaluation Criteria  

The ANNs technique's performance was assessed using statistical parameters. Different statistical 
parameters were engaged for the performance evaluation of the applied ANNs techniques; i) Co-efficient 
of determination (R2), ii) Normalized root means square error (NRMSE), iii) Root Mean Square Error 
(RMSE), and iv) Mean square error (MSE) was used. 

 
� = ( ) ( )( )

[ ( )][ ( )]
      (1) 

 

� =
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      (2) 
 

 =  ∑ ( )                    (3) 
 

� = ¹∑ (Qpre − Qobs) /      (4) 

 
Sometimes, facts about the model's outputs should be revealed for improved examination, description, 

or graphical demonstration of simulated and observed flows.  

2.4. General Regression Neural Networks (GRNNs) 

GRNN is an adaptation of RBFNNs (same as kernel regression)[10]. The fundamental difference 
between the GRNN and a conventional FFBP-ANN is that the GRNN's design is fixed for a specific input-
output dataset (described in further detail below). The FFBP-ANN, on the other hand, includes 
determining the optimal number of hidden layers and nodes. Only one parameter must be optimized in 
GRNN: the RBF kernel spread parameter, r, which is used to compute the correlation of input parameters. 
Therefore, an optimum value of the correction factor should be sought to offer the optimal degree of 
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smoothness while enabling the GRNN to generalize adequately to out-of-sample inputs. The GRNN 
approach can estimate any continuous function mapping for any input-output data set and directly 
produces function estimates from training input data [11]. The schematic layout of GRNNs is shown in 
Fig. 3.  

 
 
 
 
 
 
 
 
 

 

Fig. 3. Schematic diagram of GRNNs 

2.5. Multilayer Perceptron Neural Network (MLPNN) 

The hydrological process is a soft computational technique in which we stimulate the ANNs on a large 
scale. It includes neurons grouped in clusters, called layers, and is associated with weight see Fig. 4. The 
construction of a simple neural network comprises three layers: an input layer, an output layer, and a 
hidden layer. The input layer represents the data that can pass through them, and the system employs a 
neural network to provide the outer layer. Each neuron can accept several entries from the weighted 
network. Additionally, inputs are provided during the process, creating the arguments for the transmission 
purpose, such as hyperbolic, logistic, or linear targeted parameters that can give the output neuron's output 
[12].  

 
 
 

 

 

 

 

Fig. 4. Schematic diagram of MLPNN 

2.6. Radial basis function neural networks (RBFNNs) 

Reference [13] proposed the RBFNNs. It is a form of feed-forward neural network acquired through 
administrative training. Its output nodes are derived from the linear combination of radial functions 
calculated by the hidden nodes layers [14]. RBFNN is a feed-forward network with three layers typically 
utilized as a function of linear transfer for the units of the outcome or as a function of nonlinear transfer 
for the hidden units. The input layer of RBFNNs is composed entirely of nodes connected via weighted 
networks in the hidden layers. Hartman and colleagues established that the RBFNN neural network model 
best approximates all functions[15, 16]. This RBFNN neural network comprises three layers: an insertion, 
a secrete, and an outcome layer. The network structure is depicted in Fig. 5. 
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Fig. 5. Schematic Diagram of RBFNNs 

3. Results and Discussions 

The observed discharge assessed the calibration and validation of all applied ANNs techniques. Various 
input combinations are employed for the ANNs architecture, as represented in Fig. 1. This study used 
three models (GRNN, MLPNN, and RBFNN) and four different input combinations. Their performance 
was evaluated by statistical parameters mentioned previously. The best ANN architecture was engaged 
for both stations. All input combinations were used in Table 2 and Table 3 on the Narran and Garhi 
Habibullah stations. These models were trained and tested simultaneously until more efficient and accurate 
results were obtained. Then all three applied ANNs techniques were assessed based on performance 
evaluation criteria. At Narran and Garhi Habibullah stations, the GRNN model performed efficiently 
during the training and testing of models. The Performance evaluation parameters R2, MSE, RMSE, and 
NRMSE results are 0.91, 1.23,20190, and 41.74 during training, and 0.96, 0.72, 19247, and 38.90 were 
found in the testing of models, respectively. These results were found on the fourth input combination (Pi 
+ Timax + Timin) shown in Table 2. At Garhi Habibullah station, the outcomes of statistical evaluation 
parameters of the third input combination (PA + TAmax + TAmin) were 0.99, 0.51, 1135, and 5.71, while 
testing 0.99, 0.00, 0.262, and 0.181 were found more accurate of GRNN model respectively.  

Other ANNs models (MLPNN and RBFNN) also performed well, but the outcomes of the GRNN model 
in respect of statistical parameters were more accurate. The reason behind this better performance was the 
one-pass algorithm of the GRNN model. Only a single simulation and total dependence on general 
regression enable the GRNN model to give a more precise output. On the other hand, linear combination 
and backward propagation made MLPNN and RBFNN less precise. The results in Tables 2Error! 
Reference source not found. and 3 revealed that the GRNN performance is excellent during training and 
testing.  

Table 2. Performances of ANN models. MLPNN, GRNN, and RBF at Narran Catchment.   
River Model Input Combination Training Testing 

R2 MSE RMSE NRMSE R2 MSE RMSE NRMSE 

Narran 

MLPNN 

PA 0.80 0.01 1622 13.99 0.81 0.02 723 9.38 
PA + TAmax 0.75 0.02 1079 9.31 0.83 0.05 475 6.17 
PA + TAmax + TAmin 0.70 0.015 900 7.76 0.75 0.02 453 5.87 
Pi + Timax + Timin 0.87 0.00 24308 50.25 1.00 0.14 21277 43.0 

GRNN 

PA 0.82 0.22 1578 13.61 0.77 0.02 720 9.34 
PA + TAmax 0.86 0.02 709 6.11 0.85 0.06 563 4.86 
PA + TAmax + TAmin 0.70 0.06 563 4.86 0.92 0.00 329 4.27 
Pi + Timax + Timin 0.91 1.23 20190 41.74 0.96 0.72 19247 38.90 

RBFNN 

PA 0.70 0.00 1585 13.67 0.75 0.00 691 8.96 
PA + TAmax 0.75 0.00 1060 9.14 0.88 0.00 432 5.60 
PA + TAmax + TAmin 0.78 0.00 1059 9.12 0.90 0.00 360 4.67 
Pi + Timax + Timin 0.84 0.00 19643 40.61 0.92 0.00 18312 37.01 
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Table 3. Performances of ANN models. MLPNN, GRNN, and RBF at Garhi Habibullah  
River Model Input Combination Training Testing 

R2 MSE RMSE NRMSE R2 MSE RMSE NRMSE 

Garhi 
Habib 
ullah 

MLPNN 

PA 0.87 0.02 4412 22.19 0.88 0.00 0.25 0.175 
PA + TAmax 0.93 0.09 2467 12.41 0.92 0.00 0.262 0.181 
PA + TAmax + TAmin 0.97 0.14 2049 10.31 0.99 0.00 0.262 0.181 
Pi + Timax + Timin 0.96 0.01 1841 9.26 0.97 0.00 0.261 0.179 

GRNN 

PA 0.55 0.40 4322 21.74 0.70 0.01 0.256 0.176 
PA + TAmax 0.98 0.78 1445 7.27 0.99 0.00 0.262 0.181 
PA + TAmax + TAmin 0.99 0.51 1135 5.71 0.99 0.00 0.262 0.181 
Pi + Timax + Timin 0.97 0.35 1484 7.47 0.98 0.01 0.261 0.180 

RBFNN 

PA 0.87 0.00 4216 21.20 0.60 0.04 0.245 0.168 
PA + TAmax 0.91 0.00 1699 8.55 0.92 0.00 0.255 0.176 
PA + TAmax + TAmin 0.97 0.00 1601 8.05 0.99 0.01 0.243 0.168 
Pi + Timax + Timin 0.96 0.00 1587 7.99 0.98 0.01 0.240 0.165 

4. Conclusion  

The study compared ANNs (GRNNs, MLPNNs, and RBFNNs) to understand the hydrological 
simulation of different climatic parameters in the Narran and Garhi Habibullah Basin. Different 
combinations of datasets were utilized for training and evaluating ANNs. After training and testing, 
modeled and observed data were evaluated using R2, NRMSE, RMSE, and MSE. The Performance 
evaluation results were more accurate on the fourth input combination (Pi + Timax + Timin). At Garhi 
Habibullah station, the outcomes of statistical evaluation parameters of the third input combination (PA + 
TAmax + TAmin) were 0.99, 0.51, 1135, and 5.71, while testing 0.99, 0.00, 0.262, and 0.181 were found 
more accurate of GRNN model respectively. Other ANNs models (MLPNN and RBFNN) also performed 
well, but the outcomes of the GRNN model in respect of statistical parameters were more accurate. 
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Abstract 

A vehicle-to-vehicle communication (V2V) is a key technology in autonomous and connected vehicles. 
For a connected vehicle platoon, the communication power utilization is still a key challenge, particularly 
for long-distance transport. We acknowledge that the historical feedback information from data exchanged 
within the platoon is advantageous for power optimization. This paper therefore presents a communication 
power optimization based on Machine Learning (ML) in New Radio (NR) V2V in truck platooning. We 
performed simulations of the V2V links among truck platooning in the absence of cellular network and 
infrastructure assistance by a network simulator named MilliCar based on the 3GPP standard. Feedback 
information among the platoon was also collected for developing the ML models. We compared 3 popular 
ML classification techniques, namely Random Forest (RF), k-Nearest Neighbors (KNN), and Radial Basis 
Function Kernel - Support Vector Machine (RBF). Afterward, a power adaptation with the optimal ML 
technique called ML-based power adaptation (ML-PA) was proposed. The comparison showed that RF 
classification technique was slightly better than RBF and KNN for the prediction of transport block 
reception status of NR-V2V in the platoon. The ML-PA performance was evaluated by comparing with 
the default power transmission scenario and non-ML power adaptation (PA) scenario. The simulation 
results indicated that ML-PA developed by RF saved the overall transmitting power in the V2V compared 
to the default and PA scenarios by 28% and 24% respectively. The ML-PA also reached the maximum 
power reduction of 56% and 15% while limiting block error rate (BLER) in desired communication range. 
 
Keywords: Platoon; V2V; 5G; NR; Power adaptation; Machine learning 
 

1. Introduction 

Developments of vehicular communication technologies play an important role in the emerging era of 
autonomous vehicles. The V2V in 5G, the fifth generation of mobile technologies, is a part of vehicle-to-
everything communication (V2X) developed by 3GPP. The 5G NR-V2V was designated as PC5 interface 
and also called Sidelink in a physical layer. It was designed to enhance several applications and services 
in global level of industries and general use. In transportation, autonomous truck platooning has been 
enabled by the technology. A lot of benefits are provided by the platoon such as saving fuel costs, 
improving safety by removing driver reaction time and human errors, and reducing CO2 emissions. The 
technology allows vehicles to connect and exchange necessary information in and outside the vehicle 
group. The vehicle platooning therefore requires capabilities for reliable and low latency inter-vehicular 
communication to readily decide and control its operations. 

Several studies were conducted to improve the communication technology and application. Some 
studies focused on network and resource management such as [1] studied on vertical handover decision of 
vehicle platooning to cope with quality of service degradation in communication, [2] studied various 
network topologies for V2V to maintain inter-vehicular distance in vehicle platooning while considering 
disturbance and system response, and [3] studied radio resource allocation scheme in LTE-V2V to 
minimize tracking error in vehicle platooning, while some studies focused on technical configurations 
such as [4] studied on antenna configurations and propagation loss characteristics in V2V for vehicle 
platooning. However, communication power optimization in 5G NR-V2V for vehicle platooning is still a 
challenge and rarely explored. In this work, we therefore explored the communication power optimization 
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using information exchanged in the platoon and Machine Learning (ML). We proposed to optimize the 
power consumption in truck platooning by a ML based power adaptation. This paper is structured as 
following sections. Section 2 presents our system model studied in this work. Section 3 describes the study 
methodology. Our study results and discussion are presented in section 4. Lastly, the conclusion of our 
study is revealed in section 5 of this paper. 

 

2. System model 

The system model and scenarios studied in this work are described as a framework in this section. There 
are descriptions of the truck platoon setup, V2V transmitting power considered in this paper, and 
simulating scenario for V2V in the truck platoon as follows. 

2.1 Platoon setup 

In this work, we considered the V2V links in a truck platoon operating in dedicated mode which was a 
device-to-device communication (D2D) without cellular networks and infrastructure assistances. The 
platoon consisted of a platoon leader (PL) and 3 platoon members (PMs). All PMs were forming as a 
group by communicating with the PL and PL also communicated to each member as groupcast 
communication. Only V2V links between PL and each PM were considered as shown in Fig. 1. All trucks 
in the platoon moved in the same direction and lane with variables of velocity v and inter-vehicular 
distance d. Considering the positions of trucks and channel conditions, a V2V link between PL and the 
first PM (PM1) was always line-of-sight (LOS) and the others were always non-LOS path blocked by 
vehicles (NLOSv).  

 
Fig. 1. setup of V2V links in a truck platoon. 

2.2 Consideration of V2V transmitting power 

A V2V transmitting power range of 17 – 33 dBm was studied. The default transmitting power was set 
to 23 dBm for all trucks. The power would be differently set as 3 power schemes. The first one was a fixed 
transmitting power with the default power level. The second power scheme was a simple power adaptation 
or power control algorithm (PA). A basic concept of PA was to adapt the transmitting power of trucks’ 
V2V in the platoon based on Signal to Interference plus Noise Ratio (SINR). The difference of perceived 
SINR (SINRPER) and target SINR (SINRTAR) that usually depends on system design was considered. When 
the perceived SINR was less than the target, the transmitting power for next transmissions (PT_next) would 
be increased as 
 PT_next = PT + SINRTAR - SINRPER  (dB) (1) 

On the other hand, the power would be decreased for high perceived SINR scenarios to reduce power 
consumption. For the third power scheme, it was proposed to optimize the power consumption using ML 
together with SINR. It is called ML-based power adaptation (ML-PA). ML-PA’s algorithm is described 
in section 3 of this paper. 

2.3 Simulating scenarios 

Four different scenarios of a truck platoon with V2V communication were studied. They were assumed 
to be activities of joining and leaving the vehicle group and to vary different parameters to collect data. In 
scenario 1, we studied cases that all trucks moved with the same velocity and inter-vehicular distance. The 
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distances in the platoon were set equally and all trucks started moving together from standstill. The platoon 
constantly accelerated from 0 km/h and the simulation ended when it reached 120 km/h. The distances 
were set to 10 m for the first simulation of this scenario and then the simulation was repeated by varying 
the distances to reach 1000 m with the same movement for each simulation. In scenario 2, three following 
trucks joined the PL and left the group. Scenarios 3 was similar to scenario 2. The last 2 trucks joined the 
group of PL and PM1 then left the group. Likewise, the last truck joined the group of PL PM1 and PM2 
then left the group in scenario 4. All the 4 scenarios were simulated with the default power scheme for 
collecting dataset and performance evaluation reference in this work. We also called it the default 
simulations. Afterward, the dataset would be used for ML process and the other power schemes would be 
also applied for performance evaluation and comparison. The 4 scenarios are simply visualized in Fig. 2 
(a) scenario 1, (b) scenario 2, (c) scenario 3, and (d) scenario 4. 

 

 

  

Fig. 2. truck platoon simulation in (a) scenario 1; (b) scenario 2; (c) scenario 3; (d) scenario 4. 

 

3. Methodology 

3.1. Simulations of V2V in truck platooning 

The simulations of V2V links among truck platoon were performed with Millicar which is a network 
simulator for 3GPP standard-based 5G-V2X [5]. The simulation and parameter settings are shown in table 
1 which mostly conformed to the original simulator and V2X evaluation methodology in [6]. We assumed 
that information exchanged between PL and PMs included SourceID, DestinationID, TxPower, TxSpeed, 
RxPower, RxSpeed, RelativeSpeed, Distance, and perceived SINR. After the simulations of all studied 
scenarios were performed with the default transmitting power, the exchanged information was collected 
as a dataset and then would be used to develop a predictive model by ML. The specific information was 
also considered as ML features. 
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Table 1. Simulation and parameter settings 

Parameter Power Scheme 
Default PT PA ML-PA 

Transmitting power 23 dBm 17-33 dBm 17-33 dBm 
V2V operating frequency 5.9 GHz 
Bandwidth 40 MHz 
Subcarrier spacing 60 kHz 
Pathloss model PL = 32.4 + 20 log10(d) + 20 log10(fc) 
Shadowing distribution Log-normal 
Shadow fading std 3 dB 
Additional blockage loss for 
NLOSv 

4 dB 

Packet size 100 bytes 
Packet Interval 100 ms 
Vehicle size Length = 13.0 m, Width = 2.5 m, Height = 3.0 m 
Antenna pattern 4x4 isotropic 
RLC mode Un-Acknowledge Mode (UM) 
HARQ No 

 

3.2. Development of a predictive model 

In this work, an objective of the predictive model was to predict the communication results which is 
status of transport block (TB) receptions in the platoon. The status could be “success” or “fail” for each 
transmission. We therefore could optimize the power consumption in V2V by adapting or controlling level 
of transmitting power when we predicted if the TBs were delivered successfully or not. Three binary 
classification techniques, namely Random Forest (RF), k-Nearest Neighbors (KNN) and Radial Basis 
Function Kernel - Support Vector Machine (RBF), were studied. The most suitable technique would be 
used to develop the model and ML-based power adaptation as ML-PA afterwards. From the default 
simulations, a dataset of 149,443 records was provided. For the first ML step, the dataset was split to a 
training set and a test set in amount of 80% and 20% respectively. Secondly, we proceeded feature 
selection to select important features which were significant for prediction of the communication results. 
Next, three predictive models with the 3 ML techniques were developed and compared. After that, the 
optimal model was selected for ML-PA. 

ML-PA was developed by applying the predictive model to the simple power adaptation (PA) algorithm 
described in section 2. Concept of ML-PA algorithm is shown in Fig 3. In this power scheme, the power 
was increased and decreased depending on predicted results by the predictive model and also SINR. It 
performed like a TB delivery failure preventer and a power-saver in the operation of V2V. 
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Fig. 3. machine learning-based power adaptation algorithm. 

At this stage, all 3 different power schemes were presented, namely the default power scheme, PA, and 
ML-PA. Afterwards, all the 3 power schemes would be applied to the same simulating scenarios to 
evaluate and compare the performance. 

 

4. Results and discussion 

Our comparison of the predictive model performance indicated that RF model was the optimal model, 
in terms of accuracy and cross validation score, for the prediction of TB reception status in V2V. The 
comparison chart of predictive models is shown in Fig. 4. The performances of the models were not 
significantly different from each other. However, it resulted that RF was slightly better than RBF and 
KNN with the best accuracy of 96.72%, therefore, the model with RF algorithm was chosen. RBF was in 
the second place with accuracy of 96.63% and KNN was in the third place with accuracy of 96.59%. 

    
 (a) (b) 

Fig. 4. predictive model’s performance comparison of (a) accuracy; (b) cross validation score. 

After the chosen model was applied as ML-PA to the simulations, V2V system performance analysis 
was conducted by comparing to the default simulation and PA simulation. To illustrate the results of 
simulations, the performance comparisons in aspect of transport block error rate (BLER) and transmitting 
power consumption varied by the communication distance are presented in Fig. 5. The results showed that 
average BLER increased by effects of propagation loss, random noise and interference. In overall 
comparison, ML-PA had the smallest BLER with a bit difference from the default simulation and PA. In 
terms of V2V power consumption, ML-PA obviously consumed less power than the others in 
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communication range within 350 m. In longer communication ranges, ML-PA and PA continually 
increased the power consumption to limit BLER that naturally increased by the distance. As a result,  
ML-PA and PA were better than the default power scheme in terms of BLER particularly in further 
distance. Moreover, ML-PA consumed significantly less power than PA, even though both power schemes 
had close BLER performance. 

 

 

Fig. 5. comparisons of average (a) transport block error rate by communication distance; (b) transmitting 
power by communication distance. 

To numerically evaluate the performances, the performance analysis was conducted in 2 ranges of 
communication, namely communication ranges of 0-350 m and 350-1000 m to clearly illustrate average 
BLER and power consumption in each power scheme. The BLER and transmitting power in each 
communication range were averaged and compared. The differences of V2V transmitting power used in 
ML-PA and PA compared to the default simulations are considered. Fig. 6 shows the comparisons of 
BLER and %difference of transmitting power in communication ranges of (a) 0-350 m and (b) 350-1000 
m. In the communication range within 350 m, all the 3 power schemes resulted similarly in terms of 
average BLER. The average BLER of all simulations were limited to 3.33% in overall scenarios, 6.34% 
in scenario 1, and closely to 0.0% in scenarios 2-4. In aspect of transmitting power consumption, ML-PA 
transmitted less power than the default power scheme and PA by 28.82% and 24.08% respectively. In 
scenario 1, ML-PA transmitted less power than the default power scheme by 9.55% with average BLER 
of 5.16% while PA transmitted more power than the default power scheme by 25.79% with average BLER 
of 6.34%. In scenario 2, ML-PA and PA reduced similar transmitting power of 32.17% and 31.64% 
respectively while limiting the BLER to 0.00%. The maximum power reduction of 56.67% was reached 
by ML-PA in scenario 4 with satisfied BLER. In the communication range of 350-1000 m, the overall 
BLER and transmitting power drastically increased as a result of scenario 1 which all trucks were equally 
separated. The 2 power adaptation schemes increased the power to limit BLER in all scenarios. The 
comparison in Fig. 6 (b) also clearly shows that ML-PA was better than PA at limiting the average BLER 
and the V2V power consumption. 
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 (a) (b) 

Fig. 6. comparisons of transport block error rate and percent difference of transmitting power in 
communication ranges of (a) 0-350 m; (b) 350-1000 m. 

5. Conclusions 

This paper studied a power optimization based on Machine Learning (ML) in New Radio (NR) V2V in 
truck platooning. Three ML algorithms namely Random Forest (RF), k-Nearest Neighbors (KNN), and 
Radial Basis Function Kernel - Support Vector Machine (RBF) were compared. RF, the optimal ML 
algorithm, was developed into a ML-based power adaptation (ML-PA) and applied to simulations of V2V 
in truck platooning afterward. To evaluate performance of V2V system with different power schemes, 
average transport block error rate (BLER) and transmitting power were considered. Our study showed that 
the ML algorithm could optimize V2V power consumption in truck platooning. ML-PA significantly 
saved power by reaching maximum of 56.67% while limiting the BLER to 0.00% in close communication 
range. 
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Abstract 

Land use and land cover data are essential for managing large-scale plantations and precision 
farming. However, traditional survey methods for mapping land use over large areas are expensive in 
terms of time, labor, and costs. Fortunately, remote sensing techniques have become more robust, 
sensible, up-to-date, and inexpensive due to technological advances. However, detecting crops, such as 
rice paddy fields and sugarcane plantations, is a significant challenge for remote sensing. Existing remote 
sensing methods for identifying plantation areas, such as false color composite and change vector 
analysis, still need to be improved in accuracy. They can only be widely applied to some regions within 
the country.  

Additionally, these methods are only applicable for analyzing data during specific periods, which 
means the identification of cultivated areas is only accurate during certain stages of the growing season. 
Therefore, this study aims to improve a method for detecting these crops using Sentinel-2 satellite 
images. The study begins with surface reflectance interpretation and noise reduction, then identifies time 
series surface reflectance value patterns. The process involves supervised learning to differentiate 
between rice and sugarcane plantations based on their vegetation index change signatures. The results 
demonstrate that the Long Shot Term Memory (LSTM) method, which uses the Normalized Difference 
Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), and Normalized Difference 
Built-up Index (NDBI), can classify rice paddy fields and sugarcane plantations in the testing area with 
an overall accuracy of 85.27% for rice paddy field detecting and 84.80% for sugarcane plantation 
detecting using Sentinel-2 images which is high enough for nation-wide agricultural management. 
 
Keywords Crop Detection; LSTM; Remote Sensing; Satellite Image; Sentinel-2; 
 

1. Introduction 

Thailand relies heavily on rice and sugarcane as its most important crop in various aspects. It serves two 
major roles in the country's agricultural exports. Thailand, the second-largest exporter of rice and sugar 
globally, has achieved remarkable production levels in both crops. The Ministry of Agriculture reported a 
paddy production of 28 million metric tons for the primary and second crops combined in the 2020–2021 
season [1]. Additionally, the production volume of sugarcane in Thailand reached approximately 66.8 
million metric tons in 2021 [2]. These impressive figures solidify Thailand's position as a significant 
international rice and sugar market player. Given the significance of rice and sugarcane, governments have 
prioritized supporting farmers and addressing their needs. Over the years, various policies have been 
implemented to assist farmers, including schemes that guarantee prices, pledging initiatives, and financial 
aid to cover production costs. 

Land use data in Thailand is essential and crucial information encompassing various aspects. This 
includes reporting land use statistics, areas of economically important crop cultivation, and, most 
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importantly, providing initial data necessary for policy-oriented cultivation planning to address issues such 
as market oversupply and low prices. It also enables monitoring and forecasting of production outcomes 
in large-scale areas. Therefore, the accuracy and timeliness of surveying and data collection are paramount. 
However, the current methods of obtaining land use data have several limitations. It can be time-
consuming, labor-intensive, and monotonous, resulting in delayed availability of the survey results within 
the required timeframe. Furthermore, due to the extensive coverage area and limited resources, the LDD 
can only conduct a nationwide assessment of agricultural land use, including rice fields and sugarcane 
plantations, every two years to reflect significant changes in land use patterns. 

The current trend in detecting land-use changes involves leveraging geographic information systems 
and satellite image processing technologies. The goal is to develop methods and services to monitor and 
track land-use changes effectively. In the present era, modern Earth Observation (EO) satellites offer 
extensive global coverage and generate increasingly large volumes of data, which is freely accessible. This 
availability of open data eliminates the concern of data scarcity. Various methodologies for change 
detection have been proposed to address this data abundance. Change Vector Analysis (CVA) is an 
effective and widely used unsupervised algorithm in remote sensing research. It enables the differentiation 
of pixels as either changed or unchanged by analyzing time-series images. Over the years, several variants 
of CVA have been developed through continuous research, incorporating improvements and addressing 
specific challenges. For instance, the tri-temporal logic-verified change vector analysis (TLCVA) approach 
enhances CVA by utilizing logical reasoning and additional assistance to identify errors [3]. Another 
example is the extended CVA, which incorporates textural change information alongside the traditional 
spectral-based CVA, enabling the detection of changes in rural-urban fringe areas [4]. 

New approaches are being explored to address the problem, utilizing machine learning algorithms 
(MLAs) as more precise and efficient alternatives. For instance, the partial Lanczos extreme learning 
machine (PL-ELM) offers fast machine learning speed and has shown promise [5]. Another example is 
using long short-term memory (LSTM) to detect rice crops through the Sentinel-1 time series[6]. Recent 
reviews highlight Artificial Neural Networks (ANN) and Random Forest (RF) algorithms as the top 
performers in land use classification. At the same time, the non-parametric classifier Spectral Angle 
Mapper (SAM) consistently demonstrates high accuracy levels[7]. 

However, in the crop detection process, features that capture the specific characteristics of each type of 
plant growth are crucial. Previous studies using MODIS satellite data [8], [9] have shown that satellite 
indices related to plant health, such as Normalized difference vegetation index (NDVI) [10], Enhanced 
vegetation index (EVI) [11], and indices related to water, such as Normalized difference vegetation index 
(NDWI) [12] and Land Surface Water Index (LSWI) [13], can effectively classify cultivated areas. 
However, due to the low spatial resolution of MODIS (only 250 meters) [14], which is unsuitable for 
small-scale cultivation areas in Thailand, data from other satellite sources, such as Sentinel-2, should be 
used. Sentinel-2 [15] provides a higher spatial resolution of up to 10 meters, making it more suitable for 
cultivation areas in Thailand. 

This article aims to study and identify features that can accurately classify cultivation areas, particularly 
for rice and sugarcane, using time series data from Sentinel-2 satellites. The content will cover details of 
Sentinel-2 data and the calculation of various indices representing plant growth, water sources, and built-
up areas. The experimental design and methodology will be explained, followed by the presentation of 
results and discussions, showcasing the use of satellite products for machine learning to identify cultivated 
areas. Finally, the study findings will be summarized in the conclusion section. 

2. Remote sensing data 

2.1. Sentinel-2 Imagery 

Sentinel-2 [15] is a satellite mission operated by the European Space Agency (ESA) that provides global 
surface imaging in various spectral bands, image resolutions, temporal frequencies, and suitable continuity 
for environmental monitoring and agricultural purposes, free of charge to users worldwide. The Sentinel-
2 mission consists of two identical satellites (S2A, S2B) in sun-synchronous orbit, passing over Thailand 
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between 10 to 11 AM local time. Both satellites orbit in the same plane but on opposite sides of the Earth 
at a given time. They are combining S2A and S2B data results in revisiting the same area every five days 
(5-day revisit frequency). The acquired images have spatial resolutions of approximately 10 meters, 20 
meters, and 60 meters per pixel, depending on the spectral band. These data can be applied in various 
ways, such as crop yield prediction, disaster impact assessment, forest monitoring, urban planning, water 
resource management, etc. Table 1 illustrates the data characteristics in different spectral bands, covering 
the visible light range to the short-wave infrared, as shown below. 

     

Table 1. Sentinel-2 Data Classification by Spectral Bands and Image Resolution. 
Sentinel-2 bands Central wavelength 

(µm) 
Resolution (m) 

Band 1 – Coastal aerosol 0.443 60 
Band 2 – Blue  0.490 10 
Band 3 – Green 0.560 10 
Band 4 – Red 0.665 10 
Band 5 – Vegetation red edge 0.705 20 
Band 6 – Vegetation red edge 0.740 20 
Band 7 – Vegetation red edge 0.783 20 
Band 8 – NIR 0.842 10 
Band 8A – Vegetation red edge 0.865 20 
Band 9 – Water vapour 0.945 60 
Band 10 – SWIR – Cirrius 1.375 60 
Band 11 – SWIR 1.610 20 
Band 12 – SWIR 2.190 20 

 

2.2. LDD’s agricultural land use data 

In addition to satellite imagery, another important dataset is the actual field survey data of agricultural 
areas. This is important for verifying the crop types cultivated in each area. The Department of Land 
Development collects the survey data through continuous field surveys, ensuring nationwide coverage and 
the most up-to-date information available. In this project, the research team utilized two sets of survey 
data: rice cultivation areas and sugarcane plantation areas. These datasets served as ground truth for 
developing models to identify rice and sugarcane cultivation areas from satellite images. Both datasets 
were last updated in 2019, corresponding to the same dataset available on the Agri-Map online system 
[16]. 

The following section will describe the experimental design process and how satellite imagery and 
agricultural land use are employed. 
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3. Methodology 

3.1. Experimental areas 

In developing a model for identifying cultivation areas, the researchers selected important rice and 
sugarcane cultivation areas in various regions of Thailand, which are significant for rice and sugarcane 
production in the country, covering 14,871 square kilometers. The selected regions include the provinces 
of Sukhothai, Kamphaeng Phet, Phitsanulok, Uthai Thani, Chai Nat, Suphan Buri, Chaiyaphum, Khon 
Kaen, Udon Thani, Prachinburi, Chachoengsao, and Chonburi, as shown in Fig 1. 

  

 
Fig. 1. Experimental areas 

These selected areas are divided into three groups based on the land use dataset from the Department 
of Land Development, which serves as representative categories of different cultivation areas: 

• Rice cultivation areas 
• Sugarcane cultivation areas 
• Other types of land use areas 

3.2. Satellite products 

For the Sentinel-2 satellite imagery, three additional indices, namely the Normalized Difference 
Vegetation Index (NDVI) [17], Normalized Difference Water Index (NDWI) [12], and Normalized 
Difference Built-up Index (NDBI) [18], are computed to create a time-series dataset for crop detection 
purposes. These three indices can be calculated using the following equations: 

The Normalized Difference Vegetation Index (NDVI) is a widely used method that calculates the ratio 
of the difference in reflectance between near-infrared (NIR) and red wavelengths to the sum of their 
reflectance. This normalization helps to standardize the distribution pattern. The NDVI equation is as 
follows: 

 

XN =  
N� − �
N� + � 

 
In the range of -1 to 1, NDVI values greater than 0 indicate surfaces with vegetation cover, where the 

reflectance in the near-infrared spectrum is higher than in the red spectrum. NDVI values close to 0 
represent surfaces without vegetation cover, with similar reflectance in both spectrums. Negative NDVI 
values correspond to water surfaces, where the reflectance in the near-infrared spectrum is lower than in 
the red spectrum. 
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Normalized Difference Water Index (NDWI) is a measurement that quantifies the changes in water 
content on the Earth's surface. It is calculated by taking the difference between the reflectance values in 
the near-infrared (NIR) and short-wave infrared (SWIR) spectra and dividing it by their sum. The NDWI 
equation is as follows: 

 

YN =  
N� − YN�
N� + YN� 

 
The resulting NDWI values range from -1 to 1. Positive NDWI values indicate areas with a higher 

presence of water, where the NIR reflectance is greater than the SWIR reflectance. Values closer to 1 
represent surfaces covered by water bodies. On the other hand, negative NDWI values indicate areas with 
less water content, such as vegetation or bare soil, where the SWIR reflectance is higher than the NIR 
reflectance. Values closer to -1 often correspond to dense vegetation. NDWI is a helpful tool for 
identifying and monitoring water bodies, assessing changes in water content over time, and analyzing 
hydrological patterns. It finds applications in various fields, including environmental monitoring, 
agriculture, and water resource management. 

 
Normalized Difference Built-up Index (NDBI) is a method used to assess the presence and density of 

built-up structures such as buildings, roads, and man-made infrastructure. It is calculated by taking the 
difference between the reflectance values in the short-wave infrared (SWIR) and near-infrared (NIR) 
spectra and dividing it by their sum. The NDBI equation is as follows: 

 

IN =  
YN� − N�
YN� + N� 

 
The resulting NDBI values range from -1 to 1. Positive NDBI values indicate areas with a higher density 

of built-up structures where the SWIR reflectance is greater than the NIR reflectance. Values closer to 1 
represent dense urban areas with significant human-made constructions. On the other hand, negative 
NDBI values indicate areas with lower density or absence of built-up structures, such as vegetation or 
open spaces, where the NIR reflectance is higher than the SWIR reflectance. Values closer to -1 often 
correspond to rural or natural areas.  

The NDBI index is utilized in this research to effectively differentiate built-up areas from agricultural 
areas, resulting in improved accuracy in land use classification. This enables more precise identification 
of cultivated areas. 

3.3. Eliminating Interference in Cloud-Covered Areas 

Sentinel-2 satellite captures high-resolution images of the Earth's surface, providing valuable insights 
for various applications. However, cloud formations in the atmospheric layers often disrupt the data 
acquired by Sentinel-2. In the tropical region, Thailand experiences frequent cloud cover, which can 
significantly impact data collection. In some instances, the presence of clouds can persist for several 
weeks, resulting in an incomplete representation of Earth's surface during periods of cloud interference. 
Consequently, the data collected during cloud-covered periods may not accurately reflect the actual 
conditions on the ground. 

One potential solution to overcome the challenge of cloud interference is the analysis of time-series 
data to identify and repair cloud-distorted signals. This approach involves applying techniques such as 
smoothing and interpolating to restore the missing or disrupted data caused by cloud cover. In this 
research, the RMMEH method [19] was selected to repair the time-series data affected by cloud 
interference in Sentinel-2 satellite imagery. RMMEH, specifically designed for restoring time-series data 
in satellite imagery compromised by cloud cover, proves to be an effective technique for data restoration. 
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4. Experimental results and discussions 

In identifying agricultural areas, researchers randomly selected three groups of image points from 
significant rice and sugarcane-producing regions, as well as other land types. The image points were 
chosen within ten previously described regions, covering 14,871 square kilometers. This sample 
represented various types of cultivation, totaling 300,000 pixels or an area equivalent to 30 square 
kilometers. 

The selected dataset was then processed to calculate the NDVI, NDWI, and NDBI indices while 
addressing data preparation tasks such as eliminating noise caused by cloud cover, as depicted in Fig. 2. 

 

Fig. 2. Example of NDVI signal disturbed by cloud cover (Red Line) 

During periods of cloud cover, the NDVI values significantly decrease, deviating from those observed 
during nearby periods. It is necessary to remove this interference to restore the reflectance values across 
different wavelengths. For agricultural areas, the reflectance values indicate plant growth, which should 
ideally exhibit incremental or decremental characteristics. To eliminate noise, data from nearby periods 
were used. In this research, a smoothing function based on the RMMEH method [19] was employed. This 
approach used sliding windows to consider average or median values within the window as replacements 
for cloud-affected data. Moving averages were then calculated on the resulting time-series data. The 
window size for the smoothing process in this project encompassed a five-cycle orbit or approximately 
one month of data, aiding in noise removal.  

After eliminating data noise, the visual representation of the noise-removed data is shown in Fig. 3. 

Fig. 3. Example of NDVI signal after noise removal using the RMMEH method. 

 
Next, a random selection of images from the prepared dataset was used to demonstrate the changes in 

NDVI values based on different types of cultivation, as depicted in Fig. 4.  
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Fig. 4. NDVI variation by time and land use type: sugarcane plantation (Top), Rice paddy field 

(Middle), and other areas (Bottom) 

The figure shows that each crop type exhibits distinct patterns and unique changes in the NDVI values. 
These characteristics enable machine learning algorithms to classify different types of crops effectively. 

To determine cultivated areas, the researchers conducted a preliminary experiment in the Mueang 
District of Kamphaeng Phet Province, covering an area of 323.33 square kilometers (1935 x 1671 pixels). 
Two Long Short Term Memory (LSTM)  models [20] by learning time-series data of NDVI, NDWI, and 
NDBI were developed and evaluated as follows: 

• An LSTM model for identifying rice cultivation areas 
• An LSTM model for identifying sugarcane cultivation areas 

For the accuracy assessment of rice paddy fields and sugarcane plantations, it was compared with land 
use data from the 2019 land use survey conducted by the Department of Land Development, Ministry of 
Agriculture and Cooperatives. The assessment was performed in a test area. The results of the comparison 
and analysis are presented in the following figures. 

 
Fig. 5. Comparison of rice paddy field classification (Right) with ground truth from the Department of 

Agricultural Promotion (Left) 
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Fig. 6. Comparison of sugarcane plantation classification (Right) with ground truth from the Department 

of Agricultural Promotion (Left) 

Calculating the areas classified as true positive, false positive, true negative, and false negative 
generated a confusion matrix, as shown in Fig. 7. The accuracy values are summarized in the following 
table. 

 

 
(a)                                                                                                (b) 

Fig. 7. (a) Comparing the rice paddy field identification accuracy using LSTM.  
(b) comparing the accuracy of sugarcane plantation identification using LSTM. 

     Table 2. Crop Identification Accuracy 
 Rice paddy field Sugarcane plantation 
Image size 1935 x 1671 pixels   1935 x 1671 pixels   
Total pixels 3,233,385 pixels 3,233,385 pixels 
Accuracy 85.27% 84.80% 
User’s accuracy (precision) 85.56% 74.32% 
Producer’s accuracy (recall) 82.53% 84.07% 

 
From the accuracy values, it can be observed that the model performs reasonably well in identifying 

rice paddy fields, with an overall accuracy of 85.27% and overall accuracy of 84.80% for sugarcane 
plantation detection. However, the user's accuracy (the accuracy of correct crop identification when 
predicted) is 85.56% for paddy field detection and 74.32% for sugarcane plantation detection. In 
comparison, the producer's accuracy (the accuracy of correct crop predicting when it is present) is 82.53% 
and 84.07%, respectively.  
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However, the proposed method still has limitations in several aspects. For example, the land use data 
from the Department of Land Development may not provide detailed at the lowest level. In other words, 
there may be contamination of other land uses within the designated agricultural areas, such as water 
sources and buildings. When using such data for comparing and evaluating the accuracy of classifying 
agricultural areas, it may affect the accuracy. 

As for the development of machine learning models for classifying different types of cultivated areas, 
this research has developed models specifically for rice fields and sugarcane plantations. When 
considering the detected areas between rice fields and sugarcane plantations derived from both models, it 
is evident that there are some areas overlapped. Therefore, the next step in developing a classification 
method should aim to create a model that can classify multiple types of cultivated areas or consider the 
collaboration of multiple models to avoid overlapping results. 

Furthermore, another challenge is that Thailand is located in a tropical and humid zone, resulting in 
cloud cover over a significant portion of the country during certain periods. This limited the ability of 
Sentinel-2 to capture ground images, leading to a lack of data for various experiments during specific time 
intervals. The researchers believe that it is necessary to study and experiment to understand the use of 
other sensor data, such as Synthetic Aperture Radar (SAR), which can read ground information without 
being affected by clouds. However, SAR data from the Sentinel-1 satellite has only two channels, which 
may affect the accuracy of classifying cultivated areas. Therefore, it may be necessary to consider the 
combined use of Sentinel-2 and Sentinel-1 data. 

 

5. Conclusion and future works 

This research presented a remote sensing-based approach for classifying rice paddy fields and sugarcane 
plantations using near real-time data. The method proved to be cost-effective and efficient in various 
aspects. Through experimentation, it was found that calculating the NDVI, NDWI, and NDBI indices from 
Sentinel-2 satellite imagery can effectively identify rice fields and sugarcane plantations. The time series 
patterns of both crops could clearly represent their distinct growth patterns. However, since Sentinel-2 
data can be affected by cloud cover, it is necessary to employ suitable methods to mitigate signal 
interference and enhance the quality of the time-series data. In this study, the RMMEH method was chosen 
to remove cloud-related interference. 

For future research directions, there are several areas that can be further developed. One aspect is the 
development of classification methods for cultivated areas that can classify multiple types of cultivated 
areas using a single model or considering the collaborative work of multiple models to avoid overlapping 
results. Additionally, the combined use of Sentinel-2 and Sentinel-1 data should be explored to eliminate 
the impact of long-term cloud cover over specific regions. Furthermore, scaling up the data processing 
capabilities to identify larger scale, such as at the provincial or nationwide, should be considered for future 
applications. 
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Abstract 

In today’s agricultural sector, data-driven decision-making has replaced intuition-based decision-making. 
However, due to a lack of collaboration between data and services, data is not being fully utilized, and 
various types of data are not being organized efficiently. This deficiency significantly hinders the 
development of new agricultural applications and services. We have designed and implemented the 
Thailand Agricultural Data Collaboration Platform (THAGRI) to encourage the sharing of agricultural 
data, which may not be open data. The platform facilitates the exchange of various types of data including 
farmland data, soil data, weather data, market locations, growth prediction data, etc. This study aims to 
develop a platform that enables developers and data providers from both public and private organizations 
to collaborate and create innovative applications. The platform, called THAGRI, was tested in this 
preliminary work, and its utility was demonstrated in the creation of several applications, including the 
Agri-Map, a national agricultural policy tool, the Din-Dee Smart Chatbot, and a crop yield prediction 
analysis. The results of the study indicate that THAGRI is an effective tool for facilitating the creation of 
novel applications in the agricultural sector. 
 
Keywords: THAGRI; Agri-Map; data collaboration; data platform; data sharing 
 

1. Background 

Nowadays, decisions are made based on data instead of intuition, especially in agricultural sector. 
Following a data-driven uses facts and hard information rather than instinct to make confident decision. 
Due to a lack of mutual collaboration between data and services, data is not being fully utilized and 
insufficient organization of various types of data. A data platform must be constructed that is the lake of 
combing reliable information and the center of building research knowledge or service from data based 
on objectives of users. The several digital agricultural data platforms have been founded currently 
operating under a variety of governance models (Table 1) [6]. This community includes both users that 
contribute data or applications, as well as participants who simply provide data or who access to complete 
information from aggregated data. Some of those platforms are independent software companies such as 
Farmers Business Network [7], Farmobile [8], Granular [9] or Climate Corporation [10]. Moreover, there 
are many platforms for big data in agriculture which make use of the power of big data for agricultural 
research and development.  

WAGRI [1,2,3] is intended to promote the collaboration of agricultural data and the growth of 
agriculture based on that data. This application allows developers and companies to both receive and 
provide various types of data including farmland data, weather data, soil data, historical yield data, market 
condition data and growth prediction system. The most important goal is to deliver those significant data 
to farmers and companies in the country such that they can improve work plan based on their business 
style.  

ADC [11] is a nonprofit organization focused on connecting the data about food and agriculture. They 
concern about two problems. First is that too often farmers are beholden to one technology or service 
provider due to the difficulty in retrieving the data from that entity to use within other tools that may or 
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may not be competitive. Second, in general, data storage, data sharing, insufficient data documentation, 
and a lack of connection between observation and theory have been identified as limitations to the potential 
for big ag data today. To fix mentioned problem, their objectives are to educate the agricultural industry 
and public about the value of agricultural data and its impact or potential, to support collaborative data 
research, and to facilitate a data platform for non-commercial research and development based on data 
owner permission. 

WinField United [12] is one of platform founded by America’s premier agricultural business and food 
companies. The uses of data, contributed from this platform, are many new products and techniques to 
help farmers, retailers and other partners succeed. For example, R7 Field application is the forecasting 
tool that simulate daily crop growth to monitor predicted yields and assess optimal timing for nutrient and 
water. The platform collects and stores data to support creating greater value, where the total value 
generated will be the product of the benefit accrued by the data, the benefit itself generated by the system, 
and the benefit received by the user community. In additional, stakeholders will use the data that is 
developed by the system to achieve better results for the same cost. Instead of keeping data in private, data 
can be provided as a fungible good that is offered by the companies in exchange for higher-value 
information. 

     Table 1. Digital agricultural data platforms. 
Data Platform URL Region Source 
WAGRI https://wagri.net/en-us/ ASIA Private 
THAGRI https://thagri.in.th/ ASIA Private 
FaST https://fastplatform.eu EU Public 
Climate 
Corporation 

https://climate.com EU Private 

New Vision Coop https://newvision.coop USA Private 
WinField United https://www.winfieldunited.com USA Private 
ADC https://agdatacoalition.org USA Private 
GISC https://www.gisc.coop USA Private 

 
In Thailand, to empower the use of data, THAGRI [4,5] is implemented as an agricultural data sharing 

platform of Thailand which provides agricultural data or services through an application programming 
interface (API). The main goals are to conduct, support, facilitate collaborative data research and support 
a data platform for non-commercial research and development based on data owner permission. This 
platform is a center of collaborating many developers and companies for sharing data and developing 
service through THAGRI including Thailand's National Electronics and Computer Technology 
Center (NECTEC), Ministry of Agriculture and Cooperatives, Land Development Department (LDD), 
National Agricultural Big data Center (NABC), Government Big Data Institute (GBDi) etc. 

In this paper, we introduce the design and implementation of the THAGRI platform to support the 
above-mentioned goals.  The primary function of the platform is to gather and maintain data that 
contributes to value creation. The overall value produced will be calculated by multiplying the benefits 
provided by the data, the benefits generated by the system, and the benefits received by the user 
community [14, 15]. The research objective is to create a digital data aggregator that is easily accessible 
and serves as a foundational component for a future digital platform through THAGRI. The goal is to 
develop an intelligent system that employs data integration and machine learning techniques to offer 
decision support for agriculture, with a specific focus on the industrial crop sector. There are example 
applications and research that have been developed by obtaining data from the THAGRI platform in 
Thailand such as Agri-Map [13], Nong Din Dee (AI Chatbot) [16], crop yield prediction model. 

 

2. THAGRI Data and Implementation  

The data for modern agricultural sector provided from THAGRI including long-range climate forecasts, 
crop production, local weather station data, GIS mapping shapefile or raster, industry historical data (past 
yields, market data) etc. The benefits of THAGRI platform are three main points. First, the platform can 
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consolidate data and can exact insights from any type and size of data sources in one place. Second, low 
time consumption is one of important reason because the users can request to access data through one 
platform under the conditions of data owner. Moreover, the platform provides ability to make critical 
business decisions based on valuable, timely insights and quicker time-to-market. Third, the platform 
comes with enterprise security and data catalog. 

2.1 API catalog 

Currently, THAGRI API Catalog publish at https://catalog.thagri.int.th which designed to help data 
professionals quickly find the most appropriate data for any analytical or ad hoc purpose.  In Fig.1 capture 
THAGRI API Catalog homepage that offers 6 data groups, comprising 78 datasets, representing a total of 
642 APIs) most of which come from Agri-Map. 

 
 

Fig. 1. THAGRI API Catalog. 

The 6 groups of data services on the THAGRI API Catalog are provide the directed to API that cut off 
the digging connected to DB. The API services accept the request use the reference coordinates indicating 
the location as Latitude and Longitude in requesting detailed information about the selected API at such 
coordinates. Another way, the API can be called by specifying an administrative area (province, district, 
subdistrict) or watershed (22 watersheds). The following section is representing the 6 data groups follow 
as: 

1. Farmland API: This provides data from the Agri-Map analytical layers, through spatial analysis, 
geographic data stored in vector format (Vector), including geospatial data provided by 
organizations. 

2. Map API: This provides geospatial data services on the Agri-Map system in the form of web map 
tile service and point, which is under OGC standard. 

3. Soil API: This API gather information layers from analytics on an Agri-Map system that has been 
analysed spatially with shape file related to soil series data, soil suitability and land use. 

4.Statistic API: This API provides API services gathered from data layers for analysis on the Agri-Map 
system through spatial analysis with shape, point, as well as related statistical analysis from other 
agencies. 

5. Pricing API: This API provides agricultural product price data. For example, information from Agri-
Map, which is an analysis of prices, costs, returns of economic crops. Or information from the 
National Agricultural Information Center (NABC), which provides an API, the prices farmers sell 
at the average farm. National and regional levels since 1997 - present, etc. 
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6. Water and Climate API: A data API service collected from Agri-Map systems and contributing 
organizations such as the Hydro Informatics Institute. (Public Organization), Royal Irrigation 
Department, Land Development Department, etc. For weather datasets include daily and future 
weather data, rain forecasts. Forecasting drought or flooding in terms of data sets about water 
sources such as water levels in large and medium-sized reservoirs, etc. The data provided has been 
synthesized to be ready to be used as an API. 

2.2 THAGRI architecture 

THAGRI" is a data service in the form of Application Programming Interface (API) that can be used 
in conjunction with the App to create cooperation in the use of data (Data Collaboration) and data sharing 
(Data Sharing) between the public and private sectors accurately and precise. Moreover, THAGRI 
increases channel for bringing information to further develop into new innovations efficiently. The 
architecture of THAGRI in Fig.1 is designed to support the above requirements as follows: 

 
A.     User groups are both public and private agencies that want to use information from THAGRI for 

the purpose of developing work according to their objectives. Including a group that has 
registered as a member of THAGRI, such as the Department of Land Development, calling the 
API on AI Chatbot, soil, or the Government Big Data Analysis and Management Institute (ONK) 
calling the Agri-Map APIs data group to develop a Dashboard. solving provincial problems, etc. 

B. THAGRI Platform creates data services in the form of Application Programming Interface (API) 
by exchanging data (Data Sharing) between groups of data owners. and user groups 

C.   The data owner is a public and private agency that sees the benefits of data sharing by being the 
person who has the right to place data items on THAGRI's data accounting system, including the 
right to approve data items. upon request from the user 

 

 

Fig. 2. THAGRI architecture. 

3.  Example Applications 

3.1 Agri-Map 

Agri-Map [13] is well-known GIS application for Agriculture management based on agriculture 
information from the Ministry of Agriculture. Moreover, the vary of data in the application provides the 
capability to extract information and insights at a larger scale to benefit those upstream or downstream of 
the farm more than farmers themselves. In addition, insight data which is delivered from the data platform 
enable the economic growth of the agricultural sector by that the use of digital agricultural technologies 
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with new decision-making tools, for example, farm management, and product pricing. Agri-Map provides 
an efficient way to comprehend large amounts of data quickly.  

Agri-Map is a valuable tool used in agriculture for various purposes. It serves as a platform for 
aggregating and visualizing agricultural data, enabling users to gain a comprehensive understanding of 
the information at hand. By presenting data in a visually appealing and easily interpretable format, Agri-
Map facilitates quick decision-making and aids in identifying patterns, trends, and insights related to 
agriculture. 

One of the primary benefits of Agri-Map is its ability to consolidate and display diverse agricultural 
data sets in a unified manner. It can integrate data from multiple sources, such as weather patterns, soil 
conditions, crop yields, pest outbreaks, and market prices. By combining these different data points, Agri-
Map provides a holistic view of the agricultural landscape, helping farmers, researchers, and policymakers 
make informed choices. 

Agri-Map's visualization capabilities are particularly helpful in simplifying complex data sets. By 
transforming raw data into interactive maps, charts, and graphs, it enables users to grasp key information 
quickly. For example, farmers can easily identify areas with higher crop yields, analyze the distribution of 
pests, or visualize soil variations across their fields. Such visual representations help in optimizing 
resource allocation, identifying areas for improvement, and enhancing overall agricultural productivity. 

While Agri-Map facilitates data analysis and visualization, it's important to note that it may not directly 
provide real-time or specific data upon user request. Users and companies might need to access data from 
other sources or platforms, and then utilize Agri-Map as a tool to consolidate and interpret that data 
effectively. 

Overall, Agri-Map plays a crucial role in supporting evidence-based decision-making in agriculture by 
simplifying data visualization, enabling data integration, and providing a comprehensive understanding 
of the agricultural landscape. 
 

 
Fig. 2. Agri-Map. 

3.2 Nong Din Dee 

Nong Din Dee, the AI chatbot, is specifically designed to provide information and assistance in the 
areas of soil quality, economic crops, and land use. It is equipped with a comprehensive knowledge base 
that covers these topics, allowing it to deliver accurate and relevant responses to user inquiries. 

1) Soil Quality: Nong Din Dee can answer questions related to soil characteristics, such as soil 
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composition, pH levels, nutrient content, moisture levels, and soil fertility. It can provide guidance on 
soil testing methods, soil amendment recommendations, and best practices for soil management. Users 
can inquire about specific crops and their suitability for different soil types, as well as techniques for 
improving soil quality and addressing common soil-related issues. 

2) Economic Crops: Nong Din Dee possesses information about various economic crops, including their 
cultivation practices, growth requirements, pest and disease management, harvesting techniques, and 
market trends. Users can seek guidance on selecting appropriate crops based on factors like climate, 
soil type, market demand, and profitability. The chatbot can provide insights on crop rotation, 
intercropping, and other sustainable farming practices to optimize economic crop production. 

3) Land Use: Nong Din Dee can offer information on land use planning and management. It can provide 
guidance on land suitability assessments for different purposes, such as agriculture, residential 
development, or conservation. Users can inquire about zoning regulations, land productivity 
evaluations, and land-use optimization strategies. The chatbot can also offer insights on sustainable 
land management practices, land conservation methods, and the impact of land use on the environment. 

Nong Din Dee's knowledge base is regularly updated to ensure that it incorporates the latest research, 
best practices, and industry trends in the fields of soil quality, economic crops, and land use. It aims to 
provide users with accurate and valuable information, assisting them in making informed decisions and 
optimizing their agricultural practices and land management strategies. 
 

 
Fig. 3. Nong Din Dee. 

3.3 Crop yield prediction 

One of the interesting agricultural markets is yield prediction. Crop yield prediction can be 
accomplished by many tools such as a multiple linear regression model (MLR). This statistical technique 
allows us to analyze the relationship between multiple independent variables (such as weather conditions, 
soil properties, etc.) and the dependent variable, which in this case is the crop yield. In this case, KEA 
laboratory has been studied and implemented data to forecast cane yield by using MLR obtained from 
THAGRI data platform. The goal of this research is to examine how well different methods can predict 
how much sugarcane will be produced between 2019 and 2021. We will be comparing the accuracy of 
various algorithms, including Multiple Linear Regression (MLR). In MLR, we will use past sugarcane 
yields as a basis for our predictions. Furthermore, we will enhance the MLR model by incorporating 
additional factors like temperature, humidity, precipitation, GDD, and NDVI. These prediction models 
will rely on different sources of information, such as remote sensing and climate data, to effectively 
forecast the amount of sugarcane that will be harvested. 

4. Conclusions 

THAGRI has been designed and implemented to overcome challenges in agricultural big data access 
and utilization in Thailand. It has collected diverse agricultural data in an integrated manner and provides 
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a large number of APIs as a service. THAGRI enables developers to create new applications easily by 
accessing the provided APIs. Moreover, researchers can further gain more insights based on this 
information to create new analysis models. Two successful applications and one crop yield forcasting 
example are briefly discuss to illustrated the contribution of this platform. More applications, services and 
utilization of THAGRI are still in progress and will be made available publicly and commercially in the 
near future. 

References 

[1] About the WAGRI Agricultural Data Collaboration Platform, Agricultural Data Collaboration Platform Office, Research 
Center for Agricultural Information Technology, National Agriculture and Food Research Organization (NARO), 2021. 
Accessed: 2021-07-04. 

[2] WAGRI API, https://wagri.net/en-us/wagriapi, 2017. Accessed: 2021-07-04. 
[3] Food safety and technology, https://mygfsi.com/blog/food-safety-and-technology a-look-into-japanese -agricultural-

data-collaboration-platform-wagri/, 2018. Accessed: 2021-07-04. 
[4]  THAGRI, https://www.nectec.or.th/news/news-pr-news/2021-mou-thagri.html/,2021. Accessed: 2021-07-04. 
[5] THAGRI News, https://thainews.prd.go.th/th/news/detail/TCATG211102172830809, 2021. Accessed: 2021-07-04. 
[6] A Case Study of a Digital Data Platform for the Agricultural Sector: A Valuable Decision Support System for Small 

Farmers, Agricultural Economics Research Group, Department of Management and Marketing, University of Huelva, 
2022. Accessed: 2023-03-25. 

[7] Farmers Business Network. Available online: https://www.fbn.com. Accessed: 2023-03-25. 
[8] Farmobile. Available online: https://www.farmobile.com/data-engine. Accessed: 2023-03-25. 
[9] Granular. Available online: https://granular.ag/granular-insights/. Accessed: 2023-03-25. 
[10] Climate Corporation. Available online: https://climate.com/. Accessed: 2023-03-25. 
[11] ADC. Available online: https://agdatacoalition.org. Accessed: 2023-03-25. 
[12] WinField United. Available online: https://www.winfieldunited.com. Accessed: 2023-03-25. 
[13] Agri-Map. Available online: https://agri-map-online.moac.go.th/login. Accessed: 2023-03-25. 
[14] Wysel, Matthew, Derek Baker, and William Billingsley. "Data sharing platforms: How value is created from agricultural 

data." Agricultural Systems 193 (2021): 103241. 
[15] Jones, Charles I., and Christopher Tonetti. "Nonrivalry and the Economics of Data." American Economic Review 110.9 

(2020): 2819-58. 
[16] Nong Din Dee, Available online: https://www.ldd.go.th/dindee/Download.html. Accessed: 2023-05-11. 
 
  



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 55 - 

 
DESIGN AND DEVELOPMENT OF THE BACK-END SYSTEM FOR AN ONLINE LEARNING 

ASSESSMENT PLATFORM 
 

Watcha Sasawattakul1, Atiwong Suchato2, Dittaya Wanvarie3, Naruemon Pratanwanich4, and 
Nuengwong Tuaycharoen5,* 

 
1Department of Computer Engineer, Chulalongkorn University, Bangkok, Thailand 6470271821@student.chula.ac.th 
2Department of Computer Engineer, Chulalongkorn University, Bangkok, Thailand, atiwong.s@chula.ac.th 
3Department of Mathematics and Computer Science, Chulalongkorn University, Bangkok, Thailand, dittaya.w@chula.ac.th 
4Department of Mathematics and Computer Science, Chulalongkorn University, Bangkok, Thailand, 
naruemon.p@chula.ac.th 
5Department of Computer Engineer, Chulalongkorn University, Bangkok, Thailand, nuengwong.t@chula.ac.th 
 
*Corresponding author. Tel.:+66-809008362. 
E-mail-address: watcha.sasawattakul@gmail.com 

Abstract 

The COVID-19 pandemic has had a profound global impact on people's behavior, particularly 
students and faculty members. To facilitate the assessment of learning activities, especially during high-
demand periods like midterm and final exams, an online learning assessment platform has been proposed. 
This paper focuses on the design and development of the platform's back-end system, which utilizes a 
RESTful API with NodeJS and Typescript. A cloud architecture is proposed to ensure scalability and 
handle high loads during peak examination periods. The first phase of system design emphasizes the 
caching technique for efficient data retrieval during critical periods. Data management and reliability are 
handled by DynamoDB, a non-relational database. The paper also presents the mapping rules used to 
transfer data from relational to non-relational databases, specifically for data transfer to SQL databases. 
Performance testing involving 500 user requests demonstrates the system's ability to handle large loads 
and maintain acceptable response times. User satisfaction is evaluated using the Technology Acceptance 
Model (TAM), with feedback from 132 student participants. The findings, supported by hypothesis testing 
using a Structural Equation Model, reveal high user satisfaction with Data Reliability, Perceived 
Usefulness, and Intention to Use. Perceived Ease of Use also receives positive ratings. However, there is 
room for improvement in terms of Latency Performance. In conclusion, the proposed platform effectively 
supports learning assessment during challenging times, with users expressing high satisfaction. 
Addressing Latency Performance will further enhance the system. These findings contribute to the 
development of e-learning technologies and provide valuable insights for similar platforms. 
 
Keywords: UML diagram, Software Requirement, Learning Management System, NoSQL databases, 
Mapping rules, Technology Acceptance Model; 
 

1. Introduction 

The COVID-19 pandemic has stimulated a widespread shift to online communication platforms, 
including learning assessments in universities, such as examinations and quizzes. In order to support 
continuous learning assessment activities, the proposal of an Online Learning Assessment Platform has 
emerged. This research paper focuses on the design and development of the back-end system for this 
platform on first phase. The back-end system must efficiently handle a heavy load during peak hours, 
which necessitates the implementation of a cloud architecture system. 

Compared to the University's existing system known as "MyCourseville" (MCV), which primarily 
supports informal quizzes and exams throughout the semester, MCV has been constrained by limited 
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resources and cannot adequately handle formal exams such as mid-term or final exams. These formal 
exams are typically compressed into one or two weeks and involve all students in the university. Given 
the critical stakes associated with formal exams, ensuring the reliability of examination data becomes 
paramount. 

To support formal high-stakes examinations during midterm and final exam weeks, the proposed system 
must efficiently handle a substantial load within a specific timeframe while ensuring high availability for 
users. This necessitates the implementation of a cloud architecture system capable of handling load 
changes in the resource system. Additionally, a cache technique is selected to manage the immense load 
during critical periods, specifically handling test session data that contains all questions and answers for 
each student. By managing the business logic in memory before transferring it to the main database, the 
interconnectivity between the server and the main database is minimized. 

Effectively managing the massive and complex data, which includes various question types and 
hierarchical structures, is achieved through the use of non-structural information, particularly a non-
relational database such as DynamoDB, in conjunction with caching techniques to handle the critical loads 
experienced during exams [1]. Given the structural differences between the main relational database and 
the NoSQL database, mapping rules will be applied to optimize data synchronization Field [2]. 

Therefore, this research paper proposes the design and development of the back-end system for the 
Online Learning Assessment Platform, with a specific focus on handling the load during the exam period. 
It also encompasses database design considerations, particularly the transfer of data from NoSQL to SQL, 
in order to effectively address these challenges. The system's performance is evaluated through 
performance testing, and the technology acceptance model (TAM) is employed to assess user acceptance 
and satisfaction. By adopting these approaches, the paper aims to provide comprehensive solutions to the 
identified challenges and contribute to the improvement of the Online Learning Assessment Platform. 

2. Literature Review 

2.1. Designing and Implementing of an Online Management Information System for Exam Committee 
[3] 

This work proposes the development of a web-based Management Information System (MIS) for the 
exam committee unit at Koya University's Faculty of Engineering (FENG). The project adopts the 
waterfall methodology and utilizes JavaScript, PHP, Laravel, and MySQL for design and implementation. 
The system aims to streamline committee tasks and address the challenges arising from the absence of an 
information system. Extensive testing was conducted to ensure adherence to system requirements, 
webpage style and formatting, and dynamic data updating, with software testers confirming the system's 
satisfactory performance. The methodology employed in this paper can serve as a valuable resource for 
enhancing our own developed system, enabling similar functionality. 

2.2. Exam Wizard: A novel e-assessment system [4] 

The work presents the development of an e-assessment platform called Exam Wizard for higher 
education courses. Instructors can generate tests using pre-written questions stored in a database and 
automatically grade them after submission. The platform supports various question types, test scheduling, 
and a timer to enhance the testing experience for students. Exam Wizard is free and open source, making 
it accessible to more educational institutions. The paper highlights Exam Wizard's robustness, scalability, 
reusability of questions, and resumption capability, which are often missing from existing systems. The 
proposed system has similar functions to Exam Wizard, especially for database design to support changes 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 57 - 

in logic. Integrating the database structure from this research could improve the proposed system's 
database design. 

2.3. System Characteristics in Predicting E-Learning Acceptance: An Extended Technology 
Acceptance (TAM) Study [5] 

This study contributes to the development of e-learning technologies during the COVID-19 pandemic 
by collecting data from e-learning students at Universiti Teknologi Mara (UiTM) Terengganu Branch in 
Malaysia through a self-administered questionnaire and online survey. The research employs the 
Technology Acceptance Model (TAM) with system characteristics to investigate the acceptance of e-
learning in developing countries. The study finds that system quality and information quality significantly 
influence students' perceived ease of use and perceived usefulness of the e-learning system. All 
relationships within the TAM were found to be significant. Drawing from this research, we will apply the 
TAM to evaluate our MAP platform, integrating critical factors for system acceptance. This approach 
addresses the specific requirements and challenges of our online learning assessment platform. 

 
2.4. Mapping rules for schema transformation SQL to NoSQL and back [2] 

This paper proposes mapping rules for transforming a relational database schema to a key-value NoSQL 
database schema, specifically focusing on MongoDB. The mapping rules consider various types of 
relationships, such as one-to-one, one-to-many, many-to-many, and entity relationships in the relational 
database, and can also be applied in the opposite direction. The paper addresses the challenges of migrating 
from a relational to a non-relational database and discusses the use of the ETL (Extract, Transform, Load) 
method for data transformation. These mapping rules will be applied to the database design, specifically 
to support the caching technique for load handling. the practical implications of this paper are that it 
provides a new method for selecting data in non-relational databases that can improve efficiency and 
response time. The paper's procedures involve recognizing user-requested values and transferring them to 
an in-memory database for faster response. 

2.5. Improved method of selecting data in a nonrelational database [1] 

The experiments described in the paper demonstrate the limitations of efficiency from a computational 
time perspective. The experiments were performed on applications hosted by Amazon cloud service while 
using the non-relational database DynamoDB. This paper also proposed a cache technique using the non-
relational database to handle the performance capacity during the critical period also. This can be useful 
for our systems that require a large volume of highly accessible data. 

3. Work Methodology 

To address time pressure and unclear requirements, the development of our online learning 
assessment platform was divided into two phases. In the first phase, We adopted the Scrum framework 
within the agile software development model, allowing for continuous work and effective change 
management. UML diagrams were selected as the primary modeling tool to comprehensively illustrate all 
aspects of the proposed platform [6]. This paper specifically focuses on solving the critical problem of 
handling the large transfer load during exams for students' roles. The design and development process [7] 
is presented as follows. 

3.1. System Requirements [8] 
Upon receiving the system requirement in textual form, the document undergoes analysis and 

classification to identify functional and non-functional requirements. In terms of functional requirements, 
the proposed online learning assessment platform can be divided into four subsystems: MCV Integration, 
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responsible for managing connections with existing learning management systems such as MCV; 
Question Pools, tasked with managing and collecting questions; Test Session, focused on managing test 
sessions; and Test Grading, responsible for evaluating and grading test results. The overall functionality 
of the system will be represented through use-case diagrams (see Figure 1) to provide a visual 
representation. In order to address the core problem, the subsystems that are directly related to the main 
issue will be marked in the diagram. 

 

 

 

Fig. 1. Use Case Diagram for Online Learning Assessment Platform 
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Particularly, the functionality related to students poses a significant challenge. This paper will 
concentrate on the critical problem of scoped functionality, aiming to address the key characteristics 
necessary to solve the main issue. Specifically, data reliability is crucial, ensuring that all information 
retrieved during exams remains secure and available even if students lose their connection. Additionally, 
latency performance, represented by speed or response time during the handling of large loads, must meet 
user expectations 
 
3.2. Design Phase 

The requirements extracted from the previous process will now be processed in the design phase, 
integrated with the proposed system architecture as depicted in the deployment diagram. The proposed 
system was deployed on Amazon Web Services (AWS) using various services. An Amazon Elastic 
Compute Cloud (Amazon EC2) instance was utilized for managing the system, along with a MySQL 
database. The AWS App Runner service was employed for deployment, while the Amazon DB service 
was selected as the serverless non-relational database platform to optimize system performance under 
heavy load. Amazon ECS was used for automated deployment management, and Docker was integrated 
to facilitate the creation, testing, and deployment of the system via containers (see Figure 2). 

 

Fig. 2. Deployment Diagram for Online Learning Assessment Platform 

Focusing on the design of the back-end system, which focuses on implementing the RESTful API [9] 
and its relationship with the database design, will be represented through UML diagrams. Keeping in mind 
the main objective of the development process, special attention will be given to scoping critical 
functionality, particularly during critical periods that directly involve student roles. To address this, we 
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will define the critical objects and their specific relationships with marked symbols through a class 
diagram (see Figure 3) 

 

 

Fig. 3. Class Diagram for Online Learning Assessment Platform 

To reduce latency and minimize interconnections between the server and database with the identified 
objects, a cache technique will be proposed. This technique aims to decrease the reliance on the main 
database or MySQL by storing data in an in-memory cache instead. However, the complexity of exam 
data, with its diverse question types, numerous exam settings, and intricate sub-structures as depicted in 
the ER diagram [10] (see Figure 4), poses challenges for in-memory computing. To address these 
challenges, a non-relational database, specifically NoSQL DynamoDB, which excels in handling non-
structured or semi-structured data, will be proposed as an alternative solution with similar functionality. 
Additionally, DynamoDB ensures data reliability as it is an isolated service, offering resilience in the event 
of server downtime [1] 
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Fig. 4. ER diagram of identified entity for Online Learning Assessment Platform 

Due to the distinct key-value structure of NoSQL databases compared to the column-based structure of 
SQL databases, the design of NoSQL tables needs to be carefully considered and optimized to align with 
the proposed system. In order to achieve this, mapping rules are proposed based on the associative 
relationships between entities, encompassing one-to-one, one-to-many, and many-to-many relationships 
[2]. With a focus on the one-to-many relationship, which involves an object having multiple nested child 
objects, the mapping rule dictates the insertion of all nested child objects as sub-sequences within the 
parent objects. The design of the non-relational database for critical entities will be approached separately 
to implement the mapping rule design in three distinct parts. 
• User-Course Entity - To support the high concurrency of students during exam periods and ensure 

efficient data access and partitioning based on roles, the one-to-many mapping approach will be 
applied, as illustrated in Figure 5 

 

Fig. 5. Mapping Rule for User-Course Entity 

• Test-Session Entity - The proposed technique enables effective handling of the deep nesting of test 
session data and has the potential to reduce interconnections with large loads, as depicted in Figure 
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6 The one-to-many mapping approach will be applied to consolidate all nested test session data 
within the same data structure, ensuring proper sequencing. 

 

Fig. 6. Mapping Rule for Test-Session Entity 

• Student Answer Entity - During exams, the Student Answer entity is responsible for managing all 
answers for each question submitted by students and ensuring that the answers are not lost, even in 
cases such as internet connectivity issues. The design, incorporating the applied rule, will be 
represented in Figure 7 As the Student Answer entity does not require data to be reversed back to 
the student, the non-relational database table can be optimized by reducing the fields to only include 
the necessary ones. 

 

Fig. 7. Mapping Rule for Student Answer Entity 
3.3. Implementing 

The implementation of the proposed back-end system utilizes TypeScript, Node.js, TypeORM, 
GitLab, and Docker. TypeScript and Node.js are employed for API development and routing, while 
TypeORM manages the database and migration processes. GitLab serves as the development platform, 
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offering features for issue tracking, continuous integration, and collaboration. Docker is used to 
containerize the back-end system, facilitating deployment and scalability. This technology stack 
enables the creation of a modern, scalable, and robust back-end system that is easy to maintain and 
deploy. The implementation adheres to the application programming interface (API) specification, 
which controls the development process and ensures alignment with the design. The API specification 
references the details from the designed models, encompassing the requirement specification, RESTful 
API specification, and main protocol. It represents the API route details, including response messages, 
as illustrated in Table 1. 

Table 1. API Routes list for Online Learning Assessment Platform 

Method API Route Name 
Role 

Student Instructor 

Path: /test-parts 
POST Create Test Part  * 
PUT Update Test Part  * 
DELETE Delete Test Part  * 
Path: /test-sessions 
GET Get Test Session By ID * * 
GET Get All Test Session By Course ID * * 
POST Create new Test Session  * 
PUT Update Test Session  * 
DELETE Delete Test Session  * 
POST Verify Password *  
Path: /test-questions/test-question-sets 
DELETE Delete Test Question Set  * 
Path: /test-questions 
POST Create TF Test Question  * 
PUT Update TF Test Question  * 
POST Create Multi-Choice Test Question  * 
PUT Update Multi-Choice Test Question  * 
POST Create Essay Test Question  * 
PUT Update Essay Test Question  * 
Path: /student-test-sessions 
POST Create Student Test Session *  

GET Get Student Test Session By Test 
Session ID *  

PUT Record Submission *  

GET 
Get All Student Test Session By Test 
Session ID  * 

PUT Auto-grade By Test Session ID  * 
Path: /student-answers 
GET Count Student Answers by Parts *  

GET 
Get Student Answers by test Question 
Set ID *  

PUT Save Student Answer *  
GET Navigate Student Answers *  

3.4. Testing Phase 

In order to address the concerns regarding handling a large load, data reliability, and latency 
performance, the testing phase will encompass two methods: evaluating system performance and assessing 
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user satisfaction using the Technology Acceptance Model (TAM) [5, 11, 12]. These methods will be 
employed to measure the system's performance and gather user feedback, respectively, present as follow: 

3.4.1. System’s Performance 

The system's performance was evaluated under normal conditions of 500 active users by 
conducting a performance test on selected API routes that represent different user roles. The GET 
Student test session route is used by students to retrieve test session data from the server to start an 
exam, while PUT save student answer is used to save answers during an exam. On the other hand, 
POST Test Session represents the instructor's role and is used to create an exam session along with 
exam session data. The expected average response times were determined based on the user’s 
attention with a limit of 10,000 milliseconds [13]. 

3.4.2. User Satisfaction 

The Technology Acceptance Model (TAM) is a framework used to assess user acceptance 
and adoption of e-learning systems, considering factors such as Intention of Use, perceived ease of 
use, and perceived usefulness [5, 11]. In order to represent the TAM method within our research, 
we will cover the following sub-topics: Model Hypothesis, Data Collection, Instrument 
Development, Reliability Analysis, and Structural Equation Testing. These components will be 
employed to evaluate user satisfaction and acceptance of our online learning assessment platform, 
taking into account the perceived ease of use and perceived usefulness factors as outlined by the 
TAM framework. 

• Model Hypothesis: Building upon the mentioned factors, the Model Hypothesis is developed 
using the TAM framework as the foundation. Specifically, we identify and derive the influential 
values related to user satisfaction, with a specific focus on data reliability and latency 
performance. These factors are considered essential in assessing the acceptance and satisfaction 
of users within the context of our online learning assessment platform. Next, to integrate with 
our proposed systems and address the critical problem, we establish the Continuance of User 
Acceptance of the Online Learning Assessment Platform, as depicted in Figure 8.  In line with 
this, we put forth the following hypotheses: 

 

Fig. 8. The Continuance of User Acceptance Model of the Online Learning Assessment Platform 

H1: Data Reliability has a positive impact on Perceived Usefulness. 
H2: Data Reliability has a positive impact on Perceived Ease of Use. 
H3: Latency Performance has a positive impact on Perceived Ease of Use. 
H4: Perceived Ease of Use has a positive impact on Perceived Usefulness. 
H5: Perceived Usefulness has a positive impact on Intention to Use. 
H6: Perceived Ease of Use has a positive impact on Intention to Use. 
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• Data Collection: The data for this study will be collected from students who voluntarily 
participate in the survey and are enrolled in volunteer general education courses. The online 
platform will be tested by assigning the final exam activity of this course during the second 
semester of April 2023, requiring the system to handle a total of 300 students within a 3-hour 
exam time frame. The survey will be conducted among a total of 132 bachelor's degree students, 
with a breakdown of 94 first-year students (71%), 22 second-year students (17%), 4 third-year 
students (3%), and 12 fourth-year students (9%). 

• Instrument Development: The data collection instrument for this study consists of a survey 
that includes both system characteristics (Data Reliability and Latency Performance) as external 
variables and TAM variables (Perceived Ease of Use, Perceived Usefulness, and Intention to 
Use) with a specific number of items. To achieve the research objectives, a questionnaire was 
developed using a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree). 
Participants were asked to indicate their level of agreement with each question on the provided 
scale. An example of the survey questions, categorized by context, is presented in Table 2. The 
collected data will be analyzed using the SPSS AMOS Version 28.0 [12], which allows for testing 
specific hypotheses by examining the estimated coefficients (path estimates) and their 
significance. This analysis will enable us to assess the statistical significance of the relationships 
between variables, as well as the significance of the estimated paths. 

Table 2. Example of Surveys question 
System Characteristics Example question 

Data Reliability (DR) “The system rarely experiences downtime or interruptions.” 

Latency Performance (LP) “I rarely experience delays or lags when using the system.” 

Perceived Usefulness (PU) “The system makes it easier for me to participate in test sessions.” 

Perceived Ease of Use (PEU) “The system is easy to navigate and use.” 

Intention of Use (ITU) “Utilizing the MCV Assessment platform for exam management is a good idea.” 

 
• Reliability Analysis:  To verify the reliability of the collected data, a reliability analysis was 

conducted using the SPSS software, employing Cronbach's alpha coefficient. The overall table 
(see Table 3) summarizing the results indicated that all variables demonstrated satisfactory 
reliability, with Cronbach's alpha values ranging from 0.7 and above. This confirms the 
consistency and internal reliability of the data, ensuring that the test items are reliable for further 
analysis and interpretation. 

Table 3. The Overall Cronbach’s Alpha Table 
Overall Cronbach’s Alpha Items 

0.92 132 
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• Structural Equation Test: In this study, a hypothesis-test approach was employed at a 95% 
confidence level to evaluate the hypotheses and determine the significance of the relationships 
between variables. The analysis involved conducting t-tests to assess the statistical significance 
of each relationship. The t-test calculated the t-value, which measures the difference between a 
sample mean (or other test statistic) and the null hypothesis expectation, taking into account the 
variability of the data. Additionally, the p-value was calculated to assess the probability of 
obtaining a test statistic as extreme as or more extreme than the observed value, assuming the 
null hypothesis is true. Consistent with a 95% confidence level, the resulting t-values exceeded 
the critical value of 1.96, and the p-values were below 0.05, indicating statistical significance 
and providing support for the hypotheses [5, 11]. 

4. Results 

To evaluate the design and development of the backend system, especially for handling high 
concurrent during the exam as mentioned above. The result are presented as follow: 

4.1. System Performance 

In performance testing, the result is shown in Table 4. The average response time result during the 
test load of 500 concurrent requests is lower than 10,000 milliseconds [3]. In detail, for GET Test Session, 
we found this API route have response times higher than other API route because it will transfer test 
session data from the server to collect in temporal memory to eliminate multiple data retrievals to only 
one time. From the result, it can represent the overall performance that can process in normal conditions 
of 500 concurrent users. 

Table 4. Average Response Time Result 
API Routing Concurrent Average Response time 

(milliseconds) 
GET Get Test Session By ID 500 4,977 
PUT Save Student Answer 500 1,749 
POST Create Student Test Session 500 2,162 

 

4.2. User satisfaction 

The evaluation of user satisfaction with regards to data reliability (DR) and latency performance 
(LP), utilizing the Technology Acceptance Model (TAM) framework, revealed significant impacts of these 
factors along with Perceived Ease of Use (PEU) and Perceived Usefulness (PU) on user satisfaction and 
intention to use (ITU) the system. Our data collection's reliability, as indicated by Cronbach's Alpha 
analysis, exceeds 0.7. This confirms the consistency and internal reliability of the data, ensuring the test 
items are dependable for further analysis and interpretation. The average satisfaction scores on a 5-point 
Likert scale indicated that users found Data Reliability (3. 7), Perceived Ease of Use (4.1), Perceived 
Usefulness (4.3), and Intention to Use (3.9) satisfactory, whereas Latency Performance (3.43) was slightly 
less satisfying, suggesting that system performance could be an area for improvement. The t-test results 
presented in Table 5 support the initial hypotheses, found that users highly value data reliability, effective 
latency performance, ease of use, and perceived usefulness, which significantly contribute to their 
satisfaction and intention to continue using the system. However, no significant relationship was found 
between perceived ease of use and intention to use. These findings highlight the significance of prioritizing 
data reliability, latency performance, ease of use, and perceived usefulness to enhance user satisfaction 
and adoption of the proposed system. 
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 Table 5. T-Test Result 
Hypothesis T-value T-critical p-value Information 
H1: DR à PU 4.779 1.96 <0.001 Significant 
H2: DR à PEU 2.181 1.96 0.029 Significant 
H3: LP à PEU 4.079 1.96 <0.001 Significant 
H4: PEU à PU 8.272 1.96 <0.001 Significant 
H5: PU à ITU 4.447 1.96 <0.001 Significant 
H6:PEU à ITU -1.060 1.96 0.289 Not Significant 

5. Conclusion 

The successful design and development of the back-end system for an online learning assessment 
platform were achieved through the strategic use of a serverless, non-relational database - DynamoDB. 
This key implementation not only offered a powerful solution to manage the significant challenge of 
accommodating large numbers of students during exam activities but also contributed notably to 
enhancing the system's load capacity. DynamoDB's utility was particularly evident in its ability to 
effortlessly handle high-traffic loads, thanks to its built-in partitioning. This enabled us to spread data and 
traffic over servers to meet throughput requirements and maintain consistent performance. Further, the 
database design for mapping rules facilitated an efficient synchronization process, supporting the 
necessary partition information. The simplicity and effectiveness of this design allowed us to maximize 
the potential of DynamoDB, resulting in a database system that was both useful and simple to use. 

Performance testing further validated the system's robustness. The average response time was less 
than 10,000 milliseconds even under the test load of 500 concurrent requests, thus confirming that the 
system's performance indeed meets the main criteria set out in the platform's proposal. In particular, the 
GET Test Session API route, despite having higher response times due to its role in reducing multiple data 
retrievals to a single instance, performed effectively under normal conditions with 500 concurrent users. 
These results definitively demonstrate the system's capability to handle high loads while maintaining solid 
performance. 

In assessing user satisfaction, we employed the TAM framework, which provided important 
insights into user perceptions and intentions of use. The users expressed high satisfaction in aspects such 
as Data Reliability, Perceived Usefulness, and Intention to Use, with a notable score for Perceived Ease 
of Use. However, the Latency Performance was identified as an area with room for improvement. The 
feedback regarding Data Reliability is particularly valuable and will guide our focus in the next phase of 
development to further enhance this crucial aspect of the system. 

In conclusion, the methodologies utilized in this study have not only proved the system's capacity 
to handle high loads but have also illuminated user sentiment, providing a comprehensive evaluation. The 
dual focus on technical performance and user satisfaction will inform both immediate system assessment 
and future improvements. With its versatility, the research approach can be applied to other platforms 
sharing similar functionalities or constraints, thus making the evaluation process integral to not just 
assessing system performance, but also driving ongoing improvements and support. 
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Abstract 

A university is required to implement online education and evaluation due to the COVID 
pandemic. The university already has an online learning platform with a fixed resource architecture, but 
it cannot accommodate the university's examination workload patterns. To address this issue, the 
university will need to design a new architecture to accommodate the current workload behaviours, as 
the number of users during the exam will be extremely high, and the workload will spike when students 
begin taking exams simultaneously. Utilizing a scalable API service and a scalable relational database, 
this study aims to develop a scalable system capable of handling the increased traffic during exam 
periods. The evaluation results indicate that the new scalable architecture design can handle the sudden 
increase in users from zero to five hundred and five hundred to one thousand with an acceptable error 
rate of 5 percent. However, the expense exceeds the predefined budget of 500 USD monthly, and a 
scalable relational database is primarily responsible for the high cost. Therefore, we have redesigned the 
architecture using a hybrid database that is a combination of a relational database with fixed resources 
and a non-relational database that is scalable and changed the scalable API services from AWS ECS, 
which requires at least one active instance, to AWS App Runner, which can be configured with zero 
active instances. This redesign has significantly reduced costs to within the predefined cost while 
maintaining the reliability and consistency of a relational database and improving the error rate. 
 
Keywords: Auto Scaling; Relational Database; Non-Relational Database; Amazon Web Service. 
 

1. Introduction 

In present, each subject in various university curricula has regular student performance assessments, 
i.e. examinations, including both online assessment formats and in-class assessments. Online assessments 
pose significant challenges as the system must be able to accommodate rapidly changing usage volumes. 
When the assessment begins, there will be a large number of participants accessing the system 
simultaneously within a short period. While universities currently have online teaching and learning 
management system, but it is unable to handle the rapidly changing usage volumes. Therefore, it is 
necessary to design and create a new system as an extension of the existing system, utilizing student and 
course data from the current system.  

Currently, the preferred approach for system installation is to use cloud-based architectures more 
frequently, as they offer stability and cost savings compared to deploying self-hosted infrastructure. Our 
university's current online teaching and learning management system is installed on the cloud architecture 
using the services of Amazon Web Services (AWS).  

Designing a system that can accommodate a large number of users can generally be achieved by using 
highly efficient service instances, either single or multiple instances. However, this incurs high costs, 
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including installation and continuous operation. Additionally, if multiple instances are used to handle 
high usage volumes, even when the user numbers are relatively constant, it leads to wasteful expenditure.  

Therefore, this research aims to design an online assessment system and select a cloud architecture that 
can automatically scale to match user volumes at different time intervals. The ability to auto-scale refers 
to the capability of increasing or decreasing the number of service instances automatically by defining 
algorithms for scaling up or down. The limitation of using an auto-scaling cloud architecture is the 
requirement of having at least one instance running continuously, even if there are no users. However, it 
is possible to choose instances with relatively lower performance to save costs and use scaling techniques 
to increase the number of instances when user volumes increase. Designing a system using a cloud 
architecture that can auto-scale helps to reduce costs compared to using highly efficient instances, either 
single or multiple, constantly.  

Overall, the system's design using an auto-scaling cloud architecture enables significant cost savings 
compared to using a single highly efficient instance or multiple instances constantly, even when there is 
no increase in user volume. 

 

2. Related works 

2.1. Docker-based Web Server Instructional System [1] 
 

This research presents the design and development of an online learning and teaching system using 
Docker as the underlying technology for system creation and deployment. The research also compares 
Docker with Virtual Machines (VMs). Docker has advantages over VMs as it eliminates the need to 
manage the system environment each time a new system is installed. In contrast, VMs require setting up 
a new environment every time a new installation is performed or when the system is relocated. Once a 
Docker image is created, it can be stored on a Container Registry, which is an online repository for Docker 
images. This allows users to download Docker images and install them anywhere. 

 
2.2. Auto-Scaling Web Applications in Hybrid Cloud Based on Docker [2] 
 
 This research presents the design of a web application that can automatically scale in a hybrid cloud 
environment using Docker. The application can increase or decrease the number of Docker containers 
dynamically. The hybrid cloud architecture in this research involves separating the system installation into 
two locations which are the private cloud and the public cloud. A Load Balancer is used to manage the 
routing of user requests based on their IP addresses. If the IP address originates from within the university, 
the Load Balancer forwards the request to the private cloud. If the IP address comes from outside the 
university, the Load Balancer sends the request to the public cloud. Docker images for this research are 
stored on a private cloud service, enabling faster downloads compared to storing them on a public cloud 
service. The speed of downloading Docker images has an impact on the time required to scale up the 
number of Docker containers. Two algorithms are utilized in this research: predictive and adaptive 
algorithms based on usage volume at a given time. The predictive algorithm employs regression equations 
to calculate the number of requests and the required number of Docker containers. The adaptive algorithm 
sets upper limits for the resource usage of each Docker container. 
 
2.3. Cost-Aware Multidimensional Auto-Scaling of Service- and Cloud-Based Dynamic Routing to 
Prevent System Overload [3] 
 
 This research presents an improved architecture that incorporates self-management capabilities for 
multidimensional scaling, referring to automatic scaling of both size and quantity, known as Adaptive 
Dynamic Routers (ADR). The ADR architecture was previously developed by the research team to 
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mitigate the risks of operating beyond system limitations. Through 9,600 case studies, it was found that 
this new architectural design significantly reduced the request rate per service. When a user makes a 
request, the system forwards it to the gateway, which then routes it to the router and subsequently to the 
various services. The QoS Monitor is responsible for monitoring the usage and request volume of the 
services. If the usage exceeds the predefined thresholds, the QoS invokes the Dynamic Reconfigurator, 
which adjusts the resource allocation and quantity of the services to appropriately scale them based on the 
user demand. Incoming requests are processed one by one in sequence, with each service component 
consisting of a buffer and a processor. The buffer represents the number of pending requests, while the 
processor indicates the processing rate in requests per second. If the buffer size exceeds the processing 
rate, the system scales up the corresponding service. The components of the ADR architecture are 
illustrated in Fig. 1. 
  

Through testing 9,600 cases over a duration of 1,200 hours, it was observed that the architecture 
achieved a reduction in exceeding operation rates of 47.6% for routers and 61.8% for services. 

 
2.4. Budget in the Cloud: Analyzing Cost and Recommending Virtual Machine Workload [4] 
 
 This research study presented an analysis of real-world data obtained from Microsoft's Azure cloud 
service provider, which provided information on the size and lifespan of virtual machines. The researchers 
observed that the virtual machines were not being utilized to their full potential, leading to the possibility 
of incurring unnecessary costs. To address this, the research study employed regression equations to 
estimate the cost per hour and the total cost of virtual machines with varying compute units and memory 
sizes.  

Fig.  1. Component Diagram of the ADR Architecture 
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 The experimental results applying the algorithm to the dataset demonstrated cost savings of up to 25% 
to 40% compared to the actual costs incurred by the virtual machine instances. 

3. Application Workload Analysis 

The online assessment system is a system that allows users to create and manage assessments. Only 
users with the instructor role have access privileges to create assessments, while users with the role of 
student can only view exams and record their answers. Our concern is student workflow, which increases 
sharply during examination weeks and demands high reliability. 

Fig. 2. illustrates the overall workflow of the online assessment system, starting from accessing the 
web client designed for the online assessment system in this study. Once logged in, a student can utilize 
various features of the online assessment system, such as viewing examination rooms, accessing exam 
questions, recording answers, and submitting responses. After the user performs these actions, the web 
client sends requests to the API service, then the API sends a database query to the database to store or 
retrieve data and returns the data to the API. Finally, the API sends the data back to the web client to 
display the results of the user's request. 

In general, student performance is evaluated twice per academic semester per course, namely the 
midterm exam and the final exam. In one semester, the midterm exam typically spans a duration of 
approximately 7 days, while the final exam lasts for 14 days. Some courses may also have additional 
quizzes or exams in addition to the midterm and final exams. During the exam period, there is a 
consistently high volume of daily users. Exams are scheduled during the university's working hours, 

Fig.  2. Overall Application Workflow 
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from 8:00 AM to 4:00 PM, which amounts to 7 hours per day except for the lunch break from 12:00 AM 
to 1:00 PM. Outside these hours, there are either no users in the system or a significantly reduced number 
of users. This period is from 4:01 PM to 7:59 AM of the following day, totaling 16 hours. The number of 
users in the system depends on the number of students taking exams in a given time period for each 
course. Based on statistics from the university's current online teaching and learning management system 
for the most recent academic year, there are 2,909 courses in the system, and there are 131,831 registered 
students. The average number of students per course is 45.31. 

 
 

Table 1. The average number of online examination rooms 
 

Examination Courses Duration Average course per day 

Midterm 2,909 7 Days 416 (415.57) 
Final 2,909 14 Days 208 (207.78) 

 
From Table 1., the average number of online examination rooms per day during the midterm 

examination period is shown to be 416 rooms per day, and during the final examination period, the 
average number of online examination rooms per day is 208 rooms per day.  

 
The duration of each examination session may vary. Based on statistics collected from the current 

online assessment system, the average duration of an examination is 3 hours. Therefore, during each day 
of examination, there are only 4 possible time slots which are 8:00 AM - 11:00 AM, 8:30 AM - 11:30 
AM, 9:00 AM - 12:00 PM, and 1:00 PM - 4:00 PM. No examinations are scheduled during the 12:00 PM 
- 1:00 PM time slot, which is the lunch break. 
 
Table 2. The number of examination rooms in each time slot during the midterm examination period 

Time Period Number of examination rooms Number of users 

8:00 AM – 8:30 AM 104 4,713 (4,712.24) 
8:30 AM – 9:00 AM 208 9,425 (9,424.48) 
9:00 AM – 9:30 AM 312 14,137 (1,4136.72) 
9:30 AM – 10:00 AM 312 14,137 (1,4136.72) 
10:00 AM – 10:30 AM 312 14,137 (1,4136.72) 
10:30 AM – 11:00 AM 312 14,137 (1,4136.72) 
11:00 AM – 11:30 AM 208 9,425 (9,424.48) 
11:30 AM – 12:00 AM 104 4,713 (4,712.24) 
12:00 AM – 1:00 PM 0 0 
1:00 PM – 4:00 PM 104 4,713 (4,712.24) 

 

 
Fig. 3. The user traffic in each time slot on days with midterm examinations 
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According to Table 2. and Fig. 3., at the time slot from 8:00 to 8:30 AM., there will be 104 examination 
rooms conducting exams simultaneously, accommodating a total of 4,713 examinees. Additionally, during 
the time slot from 8:30 to 9:00 AM., there will be an additional 104 examination rooms, resulting in a total 
of 208 examination rooms conducting exams simultaneously, accommodating 9,425 examinees. 
Moreover, during the time slot from 9:00 to 11:00 AM., an additional 104 examination rooms will be 
added, bringing the total number of examination rooms conducting exams simultaneously to 312, 
accommodating 14,137 examinees. It should be noted that during the time slot from 11:00 to 11:30 AM., 
the number of examinees decreases to 9,425 individuals, as the examination rooms that started at 8:00 
AM. have finished their exams. Similarly, during the time slot from 11:30 AM. to 12:00 AM., the number 
of examinees decreased to 4,713 individuals as the examination rooms that started at 8:30 AM. finished 
their exams. Finally, from 1:00 to 4:00 PM., there will be 104 examination rooms accommodating 4,713 
examinees. 

Table 3. The number of examination rooms in each time slot during the final examination period 

Time Period Number of examination rooms Number of users 

8:00 AM – 8:30 AM 52 2,357 (2,356.12) 
8:30 AM – 9:00 AM 104 4,713 (4,712.24) 
9:00 AM – 9:30 AM 156 7,069 (7,068.36) 
9:30 AM – 10:00 AM 156 7,069 (7,068.36) 
10:00 AM – 10:30 AM 156 7,069 (7,068.36) 
10:30 AM – 11:00 AM 156 7,069 (7068.36) 
11:00 AM – 11:30 AM 104 4,713 (4712.24) 
11:30 AM – 12:00 AM 52 2,357 (2356.12) 
12:00 AM – 1:00 PM 0 0 
1:00 PM – 4:00 PM 52 2,357 (2356.12) 

 
 

 
Fig. 4. The user traffic in each time slot on days with final examinations 

   
According to Table 3. and Fig. 4., at the time slot from 8:00 to 8:30 a.m., there will be 8 examination 

rooms conducting exams simultaneously, accommodating a total of 1,600 examinees. Additionally, 
during the time slot from 8:30 to 9:00 a.m., an additional 8 examination rooms will be added, resulting in 
16 examination rooms conducting exams simultaneously, accommodating a total of 3,200 examinees. 
Moreover, during the time slot from 9:00 to 11:00 a.m., an additional 8 examination rooms will be added, 
bringing the total number of examination rooms conducting exams simultaneously to 24, accommodating 
a total of 4,800 examinees. It should be noted that during the time slot from 11:00 to 11:30 a.m., the 
number of examinees decreases to 3,200 individuals, as the examination rooms that started at 8:00 a.m. 
have finished their exams. Similarly, during the time slot from 11:30 a.m. to 12:00 p.m., the number of 
examinees decreased to 1,600 as the examination rooms that started at 8:30 a.m. concluded their exams. 
Finally, from 1:00 to 4:00 p.m., there will be 8 examination rooms accommodating 1,600 examinees. 
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Therefore, it can be concluded that during the midterm exams, the maximum number of examinees is 
4,800 people, and during the final exams, the maximum number of examinees simultaneously is 9,000 
people. 

 

4. COST EVALUATION 

The evaluation of cloud architecture service costs can be done by calculating the costs of each 
component in the architecture and the number of resources used, as well as the time required to perform 
tasks for each component. These values are then aggregated to determine the monthly cost of the entire 
system. In the components where services with the ability to scale automatically are used, the capacity to 
support the maximum number of users per instance must be calculated. This is done to determine the 
total units required to accommodate users during each time period. These calculations are then used to 
determine the total cost per service.  

 

Fig. 5. Deployment diagram of the application 

 

4.1. Performance Testing of AWS ECS 
 

Despite the variable usage of the system, as of 2022, AWS ECS [7] is necessary always to have at least 
one active instance. To optimize cost, specific settings of the instance need to be configured with the 
minimum specifications.  

 
The performance testing of AWS ECS, explicitly using Fargate, is conducted by simulating the number 

of users and sending requests to AWS ECS. The number of users is gradually increased, and the system 
observes the number of errors encountered in response to the users. As the system's non-functional 
requirements, the error rate is set to be within 5% of the total number of users. Additionally, the response 
time should be at most 3 seconds per request. The testing is performed using a minimum configuration 
setup of 1 instance. 

Table 4. The performance testing results of AWS ECS using Fargate with the minimum configuration of 
1 instance. 

Number of Users Errors Error Rate (%) The highest response time (s) 

100 0 0.00 0.4 
200 0 0.00 0.6 
300 10 3.33 0.9 
400 20 5.00 4.0 
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According to Table 4., the performance testing results of AWS ECS using Fargate with the minimum 

configuration of 1 instance show that it is capable of concurrently supporting up to 300 users with an error 
rate within the specified threshold. 

 
4.2. Performance Testing of AWS Aurora 
 

AWS Aurora [10] charges for services based on the number of resources used to process each request. 
It is designed to handle high user volumes, and AWS has confirmed that Aurora can support up to 100,000 
transactions per second. The cost of using AWS Aurora varies according to the resources consumed. 
Therefore, there is no need to perform performance testing for AWS Aurora. 

 
4.3. Service Cost calculation 
 

The process of calculating the service cost involves calculating the total cost of the entire system for a 
month. The results are divided into three categories. 

 
• The service cost for the month without exams. 
• The service cost for the month with midterm exams 
• The service cost for the month with final exams, 

Web client and API Service have the same service cost because they use the same service and 
configuration. Specifically, they utilize AWS ECS using Fargate with the specific features of 0.25 virtual 
CPU units and 0.5 gigabytes of memory. 

4.3.1. The Cost for Web Client and API Service 
 

The monthly service cost for the web Client and API service can be calculated by multiplying the cost 
of the ECS with the minimum configuration by the number of instances that automatically scale according 
to the user volume in each time period. To enable automatic scaling for ECS, it must meet certain 
conditions. For example, the number of users per instance exceeds the predefined threshold, determined 
based on the testing conducted in section 4.1, specifically 300 users. If the number of users in the system 
exceeds 300, automatic scaling will be triggered to align with the number of users. 

Table 5. The required number of AWS instances in relation to the total number of users. 

Number of users Number of AWS ECS Instance 
300 1 
400 2 
700 3 

 
This minimum configuration of AWS ECS has a virtual CPU count of 0.25 units, which incurs a service 

cost of $0.0506 per unit per hour. Additionally, a temporary storage capacity of 0.5 gigabytes is required, 
with a service cost of $0.00553 per gigabyte per hour when utilized in the Singapore region. 

Table 6. The cost of the minimum configuration of AWS ECS 

Components Cost per 1 unit per hour (US Dollar) 
vCPU 0.0506 (1 processor) 

Memory 0.0053 (1 GB) 
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Therefore, the minimum configuration service cost would be equal to 0.25 * (0.0506) + 0.5 * (0.0053) 
= 0.12915 US dollars per hour. 

Table 7. The service cost of Web Client and API Service for the month without exams 

Duration Cost (US Dollars) 

1 Hour 0.12915 
1 Day (24 Hours) 3.09960 
1 Month (30 Days) 92.9880 

 

Table 8. The number of instances for each time period on days with midterm exams. 

Time Period Number Of Users Number Of Instances Duration (Hour) 

8:00 AM – 8:30 AM 4,713 (4,712.24) 16 0.5 
8:30 AM – 9:00 AM 9,425 (9,424.48) 32 0.5 
9:00 AM – 9:30 AM 14,137 (1,4136.72) 48 0.5 
9:30 AM – 10:00 AM 14,137 (1,4136.72) 48 0.5 
10:00 AM – 10:30 AM 14,137 (1,4136.72) 48 0.5 
10:30 AM – 11:00 AM 14,137 (1,4136.72) 48 0.5 
11:00 AM – 11:30 AM 9,425 (9,424.48) 32 0.5 
11:30 AM – 12:00 AM 4,713 (4,712.24) 16 0.5 
12:00 AM – 1:00 PM 0 0 1.0 
1:00 PM – 4:00 PM 4,713 (4,712.24) 16 3.0 

 

Table 9. The cost of Web Client and API Service on days with midterm exams. 

Number of Instances Duration (Hour) Cost (US Dollars) 

1 17 2.19555 
16 4 8.26560 
32 1 4.13280 
48 2 12.3984 
Total 26.99235 

 

Table 10. The cost of Web Client and API Service for the month with midterm exams. 

Day Duration (Day) Cost per day Total Cost 

With Midterm exams 7 26.99235 188.94645 
Without midterm exams 21 3.099600 65.091600  

Total cost per month 254.03805  
 

Table 11. The number of instances for each time period on days with final exams. 

Time Period Number Of Users Number Of Instances Duration (Hour) 

8:00 AM – 8:30 AM 2,357 (2,356.12) 8 0.5 
8:30 AM – 9:00 AM 4,713 (4,712.24) 16 0.5 
9:00 AM – 9:30 AM 7,069 (7,068.36) 24 0.5 
9:30 AM – 10:00 AM 7,069 (7,068.36) 24 0.5 
10:00 AM – 10:30 AM 7,069 (7,068.36) 24 0.5 
10:30 AM – 11:00 AM 7,069 (7068.36) 24 0.5 
11:00 AM – 11:30 AM 4,713 (4712.24) 16 0.5 
11:30 AM – 12:00 AM 2,357 (2356.12) 8 0.5 
12:00 AM – 1:00 PM 0 0 1 
1:00 PM – 4:00 PM 2,357 (2356.12) 8 3 
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Table 12. The cost of Web Client and API Service on days with final exams. 

Number of Instances Duration (Hour) Cost (US Dollars) 

1 17 2.19555 
8 4 4.13280 
16 1 2.06640 
24 2 6.19920 
Total 14.59395 

 

Table 13. The cost of Web Client and API Service for the month with final exams. 

Day Duration (Day) Cost per day Total Cost 
With Final exams 14 14.59395 204.3153 
Without final exams 16 3.099600 49.59360 
Total cost per month 253.9089 

According to Table 7., the monthly cost for the web client and API service during the exam-free 
month is $92.988. However, the expenses for the web client vary during months with midterm exams 
and months with final examinations due to fluctuating user numbers. In months with midterm exams, the 
cost is $254.03805 (See Table 10.), while the cost is $253.9089 in months with final exams. 

4.3.2. The Cost of Database 
 

The service cost calculation for the database, AWS Aurora MySQL, is based on the Aurora Capacity 
Unit (ACU) unit of measurement. ACU represents the database's resources, with 1 ACU equating to 2 
gigabytes of memory. AWS has confirmed that AWS Aurora supports up to one hundred thousand 
transactions per second. Therefore, it is difficult to calculate the specific service cost for the database. In 
this study, the minimum service cost for the database will be determined by presuming a usage of 1 ACU 
per month, which is the minimum configuration option. The service cost for AWS Aurora is priced at $0.1 
per ACU per hour in the Singapore region. 

 

Table 14. The Cost for Database 

Duration Cost (US Dollars) 
1 Hour 0.1 
1 Day (24 Hours) 2.4 
1 Month (30 Days) 72.0 

 
According to Table 14., the service cost for a database with a usage of 1 ACU over a fixed period of 1 

month is $72. 
 

Table 15. Cost per month in each month's categories 

Services Cost Per Month (US Dollar) 

Without Exams With Midterm Exams With Final Exams 
Web Client 92.988 254.03805 253.9089 
API Service 92.988 254.03805 253.9089 
Database 72.000 72.000 72.000 

Total 257.9760 580.0761 579.8178 
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According to Table 15., monthly service costs can be broken down into three categories. When there 
are no exams, the monthly service fee is $257.976. The monthly service cost is $580.0761 during months 
with midterm exams. The monthly service cost for months with final examinations is $579.8178. 

 

5. Performance Evaluation 

In this section, we will simulate system users and send requests to the API directly using JMeter [12]. 
Due to the fact that the web client performs no processing, it is unnecessary to assess its performance. 
We will conduct a performance evaluation by simulating users beginning with zero and increasing by 
500 users every two minutes until we reach 2,500 users. Each user's request will be sent sequentially, 
meaning the next request will be sent when the previous request has received a response. This procedure 
will be repeated until the testing process is finished. The acceptable criteria for the test are that the error 
rate should be at most 5% of the number of inquiries during that time period, and the average response 
time must be at most 3 seconds. 

 

Fig.  6. The Experiment Workload Simulationa 

 
Table 16. Experimental workload simulation results 

Thread Sample 

Average 
Response 

Time 
(ms) Median 

90% 
Line 

95% 
Line 

99% 
Line 

Min 
response 

(ms) 

Max 
Response 

(ms) Error (%) Throughput/sec 

500 15,465 4,129 231 15,154 36,190 42,357 83 42,464 3.38 113.38 

1,000 28,104 6,728 1,123 24,167 36,266 42,300 21 43,424 2.55 109.60 

1,500 29,645 9,338 1,148 36,447 42,278 42,835 85 43,135 8.81 117.82 

2,000 30,778 12,279 3,134 36,469 42,333 42,695 5 42,929 9.45 116.36 

2,500 31,375 15,049 15,142 42,504 42,814 44,579 26 50,893 13.35 118.19 

Table 16. demonstrates that the increase in users from 0 to 500 and from 500 to 1,000 have an error 
rate within the acceptable criteria of 3%, and the rest are having an error rate higher than 5%, and the 
average response times are higher than the acceptance criteria of 3 seconds, while the throughputs differ 
slightly. This is because AWS ECS can detect the number of requests with a minimum of 1 minute 
interval, which means the scaling process will take more than 1 minute to start executing the scaling 
policy and take some time to provision the new instance to be ready. It cannot scale up the instances to 
align with the number of users at that period. The scaling process requires pulling container images from 
AWS ECR [11], and we found that sometimes they fail to pull the container images due to the internal 
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service's network error, and it needs to re-start itself again, which will take more time than the usual 
scaling process and very difficult to predict the exact time needs in scaling process.  

6. Architectural Re-designs 

The architecture design has revealed that the system can handle variable user loads and significantly 
reduce costs. When there are no users in the system, it automatically scales down to the minimum size 
and can scale up to accommodate the number of users during specific time periods. However, the total 
monthly cost exceeds the predefined cost of $500, and the database is found to be excessively high 
compared to its actual usage. Requests entering the system are divided into two groups which are 
requests from students and requests from instructors. Instructor requests involve creating and editing 
exam rooms or exams, which are significantly fewer than student requests. This is because the number of 
student users is much higher than the number of instructors. Therefore, we have redesigned the database 
architecture by incorporating a non-relational database [5] to handle the high volume of student requests 
because it is faster than a relational database [6]. Student requests include entering exam rooms, viewing 
exams, and recording answers. The recorded answer data is processed after the exams are completed, and 
answer checking occurs. Hence, we store student answer data in the non-relational database and transfer 
it to the main database after finishing the exams. Additionally, we have changed the service for the main 
database from AWS Aurora MySQL to AWS EC2 MySQL. Using a scalable database with high-
performance capabilities is no longer necessary due to most of the requests have been moved to a non-
relational database, and the total cost of using a non-relational database AWS DynamoDB [9] and AWS 
EC2 MySQL is lower than using only a scalable primary database (See Table 17.). 
 
Table 17. The comparison of database cost  
 

Service Cost per hour (US Dollar) Cost per month (US Dollar) 

AWS Aurora 0.1 72.00 
AWS EC2 (t3.medium) + AWS DynamoDB 
(Read cost + Write cost) 

0.05 + (0.00074+0.000148) 36.63 

 
Additionally, we switched from AWS ECS to AWS App Runner [8] as the cloud service for the Web 

client and API service because AWS ECS needs at least 1 instance to run continuously, which costs 
money even when no users are using the system. Due to its ability to scale down to zero instances while 
keeping the same instance configuration of 0.25 vCPU and 0.5 GB of memory, AWS App Runner aids in 
the solution of this issue. Below is a breakdown of the AWS App Runner pricing (See Table 18.). 

 
Table 18. The comparison of AWS ECS and AWS App Runner cost  
 

Service Cost per hour (US Dollar) Cost per month (US Dollar) 

AWS ECS 0.12915 92.988 
AWS App Runner (vCPU + memory) 0.064 + 0.007 51.120 

AWS App Runner (0 instances) 0.007 5.040 

 
According to Table 18., the monthly cost for AWS App Runner is lower than AWS ECS, and AWS 

App Runner won't be charged the vCPU cost when idle. 
 
However, When the AWS App Runner runs with zero instances (idle), the first incoming request will 

trigger the instance to be provisioned to a ready state. It will get a slower response time than sending the 
request when the instance is ready (See Table 19). 
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Table 19. The comparison of the response time of the first incoming request when AWS App Runner is 
in an idle and ready state. 
 

Instance State Response Time (s) 

Idle 1.036 
Ready 0.114 

 
Table 20. Cost per month in each month's categories for the re-designed architecture 

Services Cost Per Month (US Dollar) 

Without Exams With Midterm Exams With Final Exams 
Web Client 51.12 139.586 139.657 
API Service 51.12 139.586 139.657 
Database 36.63 36.630 36.630 

Total 138.870 315.802 315.944 

 
Following the architecture redesign, the total monthly cost is reduced to $138.87 in the month without 

exams, $315.802 in the month with midterm exams, and $315.944 in the month with final exams. 
Therefore, the redesigned architecture brings the monthly cost within the predefined cost of $500. 

 
Table 21. The experiment result of the re-designed architecture 

 

Thread Sample 

Average 
Response 
Time (ms) Median 

90% 
Line 

95% 
Line 

99% 
Line 

Min 
response 

(ms) 

Max 
Response 

(ms) 
Error 
(%) Throughput/sec 

500 10,422 5,834 873 21,629 28,773 45,969 492 46,347 1.63 84.31 

1,000 26,842 7,102 814 24,599 28,660 49,674 468 63,131 0.12 103.90 

1,500 27,946 10,137 1,112 28,750 42,650 63,103 461 63,177 1.22 108.50 

2,000 28,436 13,613 1,607 42,575 49,655 63,134 445 63,185 2.49 106.19 

2,500 28,783 16,564 15,525 43,702 63,116 63,664 452 63,831 6.00 110.00 

Table 21. The performance evaluation of the re-designed architecture demonstrates that the error rates 
are within the acceptable criteria of 3%, except when there are 2,500 users in the system, which has an 
error rate of 6% and exceeds the acceptance criteria. Additionally, the average response times exceed the 
threshold of 3 seconds, while the throughputs differ slightly compared to the first version of the 
architecture design.  

7. Conclusions and Future Works 

This study presents an architecture design for a cloud-based online assessment system that can 
accommodate variable user traffic while considering service costs. The design uses the Amazon Web 
Services (AWS) cloud provider's automatic scaling capabilities to reduce costs during low or minimal 
utilization periods. The performance testing has been done by simulating the users and sending requests 
to the API, starting from 0 to 2,500 users. The result shows that the error rate of an increase in users from 
0 to 500 and from 500 to 1,000 are in the acceptable criteria of 5%. Still, when the users in the system 
are more than 1500, the average response time and error rate exceed the acceptance criteria due to the 
insufficiencies of ready instances. Rather than that, the monthly service fees were determined to be 
$257.976 during non-exam months, $580.0761 during midterm exam months, and $579.8178 during 
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final exam months. The monthly cost for the month with midterm exams and the month with the final 
exam exceeded the predefined cost of $500. Then we redesigned the architecture by using a combination 
of a non-relational database and a non-scalable primary database to reduce the cost and changed the 
cloud service for the Web client and the API service from AWS ECS to AWS App Runner, which can be 
run at the minimum of 0 instances. The monthly cost after the redesign is reduced to $138.87 during non-
exam months, $315.802 during midterm exam months, and $315.944 during final exam months. The 
performance of the re-designed architecture is also improving the error rate, while the average response 
times are slightly different from the first version of the architecture designed. 

In further research, it is advisable to study the prediction of future user numbers. This is because we 
have observed that sometimes, AWS ECS and AWS App Runner fail to scale up to accommodate rapidly 
increasing user numbers due to the scalable services requiring time to increase the number of instances, 
resulting in most users being unable to access the system during that period. However, the system 
becomes usable once the number of instances is increased to align with the number of users. Therefore, 
it is necessary to configure a sufficient number of running instances in advance to match the anticipated 
increase in user numbers. The system can estimate user numbers by calculating the total number of 
examinees in the upcoming exam sessions in each exam room. 
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Abstract 

The sugarcane plant holds significant importance in Thailand's agricultural sector and plays a 
pivotal role in the country's economy. Apart from its use as a primary source of sugar production, the crop 
also provides opportunities for the creation of value-added products such as ethanol, biomass electricity, 
and fertilizers. However, due to the impact of climate change, the output of Thai sugarcane yield is subject 
to significant variations. In order to mitigate the potential risks stemming from uncertainty, an accurate 
forecast of sugarcane yield can serve as a valuable guide for farmers, policymakers, and other stakeholders 
involved in the industry. This foresight allows for informed decision-making regarding the allocation of 
resources, production planning, and the development of effective market strategies. This study develops a 
model to predict annual sugarcane yields of 46 sugarcane-producing provinces in Thailand from year 2018 
to 2021 by using multiple linear regression. We consider independent variables which are the climate data 
such as humidity, temperature, precipitation, and growing degree days (GDD), and the satellite data 
including the normalized difference vegetation index (NDVI). These historical data, obtained from 
Thailand Agricultural Data Collaboration Platform (THAGRI), are aggregated into each province. In 
addition, we apply mean absolute percentage error (MAPE) to compare the performance of multiple linear 
regression (MLR) and the method of using average values of historical yield as a predictor. Results show 
that MLR outperforms other models for forecasting annual sugarcane yield of each province from year 
2018 to 2021, and the average value of MAPE is 3.97% approximately. By combining statistical 
techniques, remote sensing, weather data, and sugarcane yield data, this work provides more reliable 
forecasts of sugarcane yields for each province in Thailand. 
 
Keywords: sugarcane; yield prediction; multiple linear regression; normalized difference vegetation 
index; absolute percentage error 

1. Introduction 

Sugarcane is a vital source of sugar and oil worldwide. Thailand is currently the fourth largest producer 
of sugarcane and one of the leading exporters of sugar globally. Over the past decades, there has been an 
upward trend in agricultural yields (measured in tons per rai) globally, largely driven by technological 
advancements. The trend in crop yield has mostly been linked to weather conditions. 

Field measurements, which are time-consuming and expensive, are often used to evaluate cane yield. 
However, relying solely on harvest data for cane yield does not allow policymakers to implement timely 
coping strategies. To address this issue, many models have been developed. Experimental data from remote 
systems and environmental data from local climate stations can be used for these predictions. Son et al. 
effectively used Normalized Difference Vegetation Index (NDVI) data to predict yield. Linear and 
quadratic regression models have been employed to analyse the relationship between crop yield and NDVI. 
However, linear models tend to be unstable in complex crop production systems. Therefore, many studies 
have utilized non-linear models that can provide reliable yield estimates. 

Agro-meteorological models have been developed to predict cane yield, primarily based on four 
variables: temperature, humidity, precipitation, and GDD (Growing Degree Days). Additionally, remotely 
sensed vegetation indices have shown great potential as explanatory variables in yield models. The most 
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commonly used vegetation index is the Normalized Difference Vegetation Index (NDVI), which indicates 
the health of plants [1]. Higher NDVI values correspond to healthier plants. 

The aim of this study is to compare the performance of different algorithms in predicting sugarcane 
yield from 2019 to 2021. These algorithms include Multiple Linear Regression (MLR) with historical 
sugarcane yield used as predicted values. Additionally, MLR is employed to incorporate external factors 
such as temperature, humidity, precipitation, GDD, and NDVI. These prediction models utilize various 
data sources, such as remote sensing and climate data, to successfully forecast cane yield. 

2. Data preparation 

The study was conducted in 46 provinces in Thailand where sugarcane is planted as a major crop. The 
sugarcane yields monthly data in Thailand from year 2018 to 2021 obtained from the Office of Cane and 
Sugar Board (OCSB). In this work, natural climate data and vegetation index including temperature (T), 
humidity (H), precipitation (P), GDD and NDVI, will have a certain impact on crop yield. Therefore, 
these five factors, monthly data obtained from Cropwatch explorer, can be used to estimate crop yield in 
long or short term with enough and useful data based on the calculation of Pearson’s correlation 
coefficient. 

In the study area, the suitable cane varieties and specific agronomic traits, climate data, satellite 
index and cane yield were collected to form the dataset for building the prediction models. See Table 1. 
 
 

Table 1: Statistics of collected data from year 2018 to 2021. 
 
 Variables Synonym Min Max Mean Std.        

Agronomic traits Growing degree days (GDD) GDD 931.1 2751.5 1546.4 211.78 
Climate data Humidity (g/m3) H 21.87 86.17 72.02 8.16 

 Temperature (C◦) T 22.68 34.46 28.05 2.42 
 Precipitation (mm) P 4.77 2333.63 523.24 443.79 

Satellite index 
Normalized difference vegetation 
index NDVI 0.37 0.8 0.63 0.09 

Cane yield Cane yield (ton/rai) y 5.45 11.53 8.75 1.77  
 
The following steps are data handling: 
 
• Outliers of yield data of 46 provinces in Thailand are replaced by its reliable value which are 
calculated from fixing yield of sub-districts in the province with outliers. 
 
• For each year, all variables are considered as quarter and normalized into [0, 1]. 
 
• To test the data distribution is normal, the Shapiro-Wilk’s W test is selected when p-value > 0.05. 
The results of testing all data are reject the null hypothesis. 

3. Methodology 

Time series data analysis means analyzing the available data to find out the pattern or trend in the data to 
predict some future values which will, in turn, help more effective and optimize business decisions. 
There are two popular time series forecasting model, multiple linear regression and multiple linear 
regression with stepwise selection, which can handle time series data. 
 
3.1 Multiple linear regression 
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Multiple linear regression (MLR) is a popular technique which can be applied to predict a sugarcane yield 
at tth year denoted o∗, using a set of independent variables n  which is stand for a factor for the i 
municipality and tqth quarter. MLR model is described by 

 
o∗ = I + ∑ I n + ℇ     (1) 

 
where I  is the y-intercept, I is the regression coefficient of the independent variable and ℇ is error 
associated with the prediction. 
    

3.2 Performance Comparison 

3.2.1 Mean absolute percentage error (MAPE) 

The mean absolute percentage error is a measure of prediction accuracy of a forecasting method in 
statistics. 

HT =  ∑ Ë
∗
Ë     (2) 

where N is number of time series of dependent variables y. 

3.2.2 The relation coefficient (R2) and the root mean square error (RMSE) 

The root mean square error is a frequently used measure of the differences between values predicted by 
a model or an estimator and the values observed. 

� =  ∑ Ë
∗
Ë     (3) 

The relation coefficient (R2) is used to evaluate the model performances. 

� = 1 − ∑ ( ∗)
∑ ( )

     (4) 

3.2.3 Percentage error (P) 
 
The percent error is the difference between estimated value and the actual value in comparison 
to the actual value and is expressed as a percentage. 
 

T =  Ë
∗
Ë × 100     (5) 

For this work, we set three criterions to represent which province has high accuracy in each model 
including best fit, moderate fit and worst fit. The specific thresholds are shown as Table 2: 

Table 2: Percentage error criterion 

 Percentage error (P) criterion of yield prediction 
high accuracy 0 ≤ P < 5 
moderate accuracy     5  ≤ P < 20 
low accuracy 20  ≤ P < 100 
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4. Results 

In this part, we compare the results of predicting sugarcane yield using two models in 46 provinces in 
Thailand from the crop year 2018 to 2021. We then calculate the average predictions for each province 
and compare them with the annual yield estimates for Thailand, which are aggregated at the province 
level. We measure the comparison in terms of the Mean Absolute Percentage Error (MAPE). The results 
indicate that the Multiple Linear Regression (MLR) model performs better than other models for all crop 
years (refer to Figure 1). The average MAPE for the MLR model is approximately 3.97% (refer to Figure 
2). The high performance of the MLR model in predicting yield suggests that climate and satellite indices 
have an effect on sugarcane yield. 

 

Fig. 1. The bar chart shows MAPE value for different yield prediction models. 

 

 

Fig. 2. MAPE performance comparison 

Based on the data presented on Figure 3, the observed versus predicted sugarcane yield for each model 
are explored and predicted yield from MLR is the most correlative with observation value when R2 
value is 0.9 approximately. Regardless of yield prediction performance, the external factors including 
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humidity, temperature, precipitation GDD and NDVI are the most effect to sugarcane yield. This 
because MLR outperform the other method which is contain only time series of sugarcane yield. 

The analyses of percentage error shows that MLR tend to present low percentage error for forecasting 
yield and consequently high accuracy. From Figure 4, blue, orange and red represent high, moderate and 
low accuracy, respectively. For provinces with low accuracy (Figure 4) from year 2019 to 2021 are 
Lopburi, Singburi, Saraburi, Phetchaburi, Uttaradit, Uthai Thani and Phrae.  

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 3. The scatter plot compares between predicted yield and actual yield of MLR model. (a) year 2018 
(correlation = 0.955, RMSE = 0.122); (b) year 2019 (correlation = 0.759, RMSE = 0.435); (c) year 2020 
(correlation = 0.895, RMSE = 0.477); (d) year 2021 (correlation = 0.896, RMSE = 0.503).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Three maps show percentage error (P) of MLR yield forecasting model, denoted that blue = high 
accuracy and orange = moderate accuracy. (a) year 2018; (b) year 2019; (c) year 2020; (d) year 2021. 
  

(a) (b) 

(c) (d) 

(a) (b) (c) (d) 
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Fig. 5. The bar charts show actual yield and predicted yield from MLR model sorted by percentage error 
from highest to lowest. (a) year 2018; (b) year 2019; (c) year 2020; (d) year 2021. 

5. Discussion 

This paper presents several methods for crop yield prediction using climate data and remote sensing 
data. It allows for real-time forecasting throughout the year and is applicable worldwide, especially for 
developing countries where field surveys are hard to conduct. We are the first to use modern 
representation learning ideas for crop yield prediction, and successfully learn much more effective 
features from raw data than the hand-crafted features that are typically used. To understand how our 
model is utilizing the input data, we provide an analysis inspired by stepwise selection. More 
specifically, we consider the effect of randomly permuting the values of a specific feature over the entire 
data. Next, we compare the result from all models and conclude that the quarter data as an input to MLR 
which performs the greatest accuracy comparing to a baseline model. 

(a) 

(b) 

(c) 

(d) 
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Abstract 

 
Over half of the world’s population consumes rice, which is also an important source of income for 

many farmers. Therefore, crop yield prediction is useful for informing the expected yield accurately to 
help make decisions about planting and harvesting. While traditional yield forecasting systems typically 
rely on limited ground survey data and techniques such as supervised machine learning and statistical 
models to predict rice yield based on weather conditions, recent advances in free-to-use multi-time and 
multi-spectral remote sensing technology have provided a valuable tool for supporting these systems 
through accurate monitoring and estimation of pre-harvest crop yields. In order to leverage the benefits of 
this technology for rice yield prediction, climate data, observed rice yields, and remotely sensed data must 
be combined over an adequate time frame. Additionally, corresponding records of crop yields in the 
province should be taken into account for the development and implementation of provincial rice-yield 
predictions. Here, Multiple linear regression (MLR) and Ordinary Least Squares (OLS) are used in 
modelling to predict a response variable based on predictor variables. OLS is a specific MLR technique 
that estimates the model parameters (coefficients) by minimizing the sum of the squared errors between 
the predicted and actual values of the dependent variable. The weather conditions such as humidity, 
temperature, rainfall and Normalized Difference Vegetation Index (NDVI) are needed to use as predictors 
when predicting rice yield. Rice dataset was divided into 2 seasons that are in-season rice (na pi) and off-
season rice (na prang). Each season has 6 types - Thai Hom Mali (in area), Thai Hom Mali (outer area), 
white rice, Pathum Thani 1, glutinous rice and others paddy where each type has different characteristics. 
The model’s performance was evaluated using mean absolute percentage error (MAPE). The results show 
that we can predict in-season rice with high degree of correspondence with actual yield levels. On the 
contrary, the prediction of off-season rice using the available data poses a greater challenge, although the 
outcomes still exhibit a satisfactory level of performance. 
 
 
Keywords: rice; yield prediction; statistical model; remote sensing; NDVI; 
 

1. Introduction 

Rice is a vital staple food for more than half of the world's population and plays a significant role in the 
income of many farmers [2]. The spread of COVID-19 has caused uncertainty in Thai Rice trade flows. 
But after the outbreak, the world demand for rice continues its dramatic growth. Thai rice is expected to 
keep rising on the back of growing demand in many countries. Principal rice exporting countries 
worldwide 2022/2023, Thailand is the world's second-largest rice exporter after India.  As is global demand 
for Thai rice remains strong, which has sustained prices and made them competitive [2]. Accurate 
prediction of rice crop yields is crucial for making decisions to planting and harvesting. While traditional 
yield forecasting systems have relied on limited ground survey data and techniques such as supervised 
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machine learning and statistical models Error! Reference source not found.4], recent advancements in 
free-to-use multi-time and multi-spectral remote sensing technology have provided valuable tools for 
enhancing these systems through accurate monitoring and estimation of pre-harvest crop yields [5]. 

This study aims to predict provincial rice-yield effectively. The remote sensing predictor variables used 
in this research include weather conditions such as humidity, temperature, rainfall, and the Normalized 
Difference Vegetation Index (NDVI). It is necessary to use climate data over an appropriate time frame to 
maximize accuracy. To provide more specific,rice dataset was divided into 2 seasons that are in-season 
rice (na pi) and off-season rice (na prang). Each season has 6 types- Thai Hom Mali (in area), Thai Hom 
Mali (outer area), white rice, Pathum Thani 1, glutinous rice and others paddy where each type has different 
characteristics, such as planting methods, growth requirements, and environmental tolerances. These 
differences can affect the yield of each type of rice and can have an impact on the accuracy of the prediction 
models. By dividing rice into six types, the prediction models can be specific characteristics of each type 
of rice, thereby increasing the accuracy of the predictions. Additionally, separating rice into different types 
can be useful for farmers and policymakers in developing strategies to improve crop yield and manage 
resources effectively.  

Multiple linear regression (MLR) and Ordinary Least Squares (OLS) are common methods used in 
statistical modeling to predict a response variable (dependent variable) based on one or more predictor 
variables (independent variables) [1]. MLR allows for analysis relation between multiple independent 
variables and a dependent variable, assuming a linear relationship. This method is particularly useful when 
multiple variables influence the response variable. OLS is a specific MLR technique that estimates the 
model parameters (coefficients) by minimizing the sum of the squared errors between the predicted and 
actual values of the predictor variable. Additionally, these methods provide a way to identify which 
variables have a significant impact on the response variable and can be used to create a predictive model 
for future yield prediction 

The performance of the predictive models is evaluated using metrics such as mean absolute percentage 
error (MAPE) [6]. The study compares the predictions against the baseline, which is assumed to be the 
average yield of the country from the previous year for each type. 

2. Methodology 

2.1 Problem description and overall process   

 In the agriculture industry, crop yield prediction accuracy is significant challenge and important for 
farmers to make decisions about planting, harvesting, and marketing their crops. In this study, we used 
Multiple Linear Regression (MLR) and Ordinary Least Squares (OLS) methods to create accurate models 
for predicting the yield of six different types of rice- Thai Hom Mali (in area), Thai Hom Mali (outer area), 
white rice, Pathum Thani 1, glutinous rice and others paddy. Comparison against the baseline, which 
assumed to be the average yield of the country from the previous year.   

In the agriculture industry, crop yield prediction accuracy is significant challenge and important for 
farmers to make decisions about planting, harvesting, and marketing their crops. In this study, we used 
Multiple Linear Regression (MLR) and Ordinary Least Squares (OLS) methods to create accurate models 
for predicting the yield of six different types of rice- Thai Hom Mali (in area), Thai Hom Mali (outer area), 
white rice, Pathum Thani 1, glutinous rice and others paddy. Comparison against the baseline, which 
assumed to be the average yield of the country from the previous year.   

The overall process of this work is shown in Error! Reference source not found.. The data used in the 
study was preprocessed to remove any missing values or outliers then calculated as average, minimum, 
and maximum values to represent quarterly values to predict yield per year for each province. The data 
collection time for each province was considered and two models were developed. The first model based 
on data collected at the start of planting, while the second model based on data collected when the largest 
area of the province began planting. 
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Fig. 1. Model workflow. 

We used the average, minimum, and maximum values of NDVI, rainfall, temperature, and humidity for 
each province to represent quarterly values.  

These values were used as predictor variables in the models. We also included the previous year's yield 
as a predictor variable, as it is known to have a significant impact on the current year's yield. 

The results of the analysis were evaluated using the Mean Absolute Percentage Error (MAPE) metric 
and compared against the baseline, which was assumed to be the average yield of the province from the 
previous year. The comparison between the two models and the baseline was performed to determine the 
most accurate prediction of rice yield. 
 

We applied our model to a real case of rice in Thailand. The 4 crop year data on the rice yield from crop 
year 2018/2019 - 2021/2022 was provided by Department of Agriculture (DOAE) [8], Humidity data was 
collected from the Hydrology and Irrigation Information (HII) [9]. Rainfall, temperature, and Normalized 
Difference Vegetation Index (NDVI) data were collected from the CropWatch API [10]. 

 For this section, we divided problems into two cases for each type with different data time frame. First, 
we assume that collection time of remote sensing data was the quarter of start to plant for each province. 
In another case, collection time of remote sensing data was the quarter of the most area was plant. 

2.2 Data Preparation 

First, we used data on rice productivity from Department of Agriculture Extension (DOAE) that have 
6 type of rice consists of Thai Hom Mali (in area), Thai Hom Mali (outer area), white rice, Pathum 
Thani 1, glutinous rice and others paddy. It contains. 

● Amount of farmer’s household 
● Area of rice per month (Unit: Rai) 
● New plant area of rice (Unit: Rai) 
● Damaged area of rice (Unit: Rai) 
● Rice harvesting area (Unit: Rai) 
● Produce harvested rice (Unit: Kg) 
● Average of produce harvested rice (Unit: Kg/Rai) 
● Average price that farmer sold (Baht/kg) 

DOAE’s data is data for each month in each province for each type of rice crop year 2018/2019 - 
2021/2022. We explore data and we see many zero value from rice harvesting area column because farmer 
doesn’t harvest on that month. If we see zero value from rice harvesting area column, we won’t use data 
on that month but find month that start to plant and start to harvest. 
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Table 1 Example data of of-season others paddy. 

Area Area of rice 
per month 

(Unit: Rai) 

New plant 
area of rice  

(Unit: Rai) 

Damaged 
area of rice  

(Unit: Rai) 

Rice 
harvesting 
area  

(Unit: Rai) 

Produce 
harvested rice  

(Unit: Kg) 

Average of 
produce 
harvested rice  

(Unit: Kg/Rai) 

Average price 
that farmer 
sold  

(Baht/kg) 

All Area 6,157,129.44 6,157,129.44 0 3,348.75 6,117,854.24 4,548,286,362.7
5 

743.44 

Bangkok 50,305.25 50,305.25 0 0 50,305.25 37,425,850.00 743.98 

Nov 20 23,015.25 23,015.25 0 0 0 0 - 

Dec 20 42,677.25 19,662.00 0 0 0 0 - 

Jan 21 43,397.25 720.00 0 0 95.00 76,000.00 800.00 

Feb 21 43,397.25 0 0 0 18,368.00 13,860,050.00 754.58 

Mar 21 43,397.25 0 0 0 19,013.75 14,400,500.00 757.37 

Apr 21 50,305.25 6,908.00 0 0 5,920.50 4,253,700.00 718.47 

May 21 50,305.25 0 0 0 0 0 - 

Jun 21 50,305.25 0 0 0 0 0 - 

Jul 21 50,305.25 0 0 0 0 0 - 

Aug 21 50,305.25 0 0 0 6,908.00 4,835,600.00 700 

Sep 21 50,305.25 0 0 0 0 0 - 

Oct 21 50,305.25 0 0 0 0 0 - 

 
So, we plot data from average of produce harvested rice in boxplot to see some interesting data. 

 

 
Fig. 2. (a) Average of produce harvested rice 
boxplot of in-season others paddy 

(b) Average of produce harvested rice boxplot 
of in-season glutinous rice  

 
Include, province data that don’t plant on that year, we also ignore that province on that year. After we 

plot the boxplot, we see some outlier’s data from the graph. We need to fix it if data is the minimum 
outliner, so we change it to a minimum of boxplot (Q0) from Fig.2 (a). If data is the maximum outliners, 
we change it to a maximum boxplot (Q4) from Fig.2. (b).  
 

After that, we need to know when the farmer starts harvest and maximum harvest from Table 1. The 
start harvest month has defined by looking at the first data is not zero of New plant area of rice (Unit: Rai) 
column and the maximum harvest month has defined by looking at the maximum value of Produce 
harvested rice (Unit: Kg). At the same time, we need to find actual yield by using data of Average of 
produce harvested rice (Unit: Kg/Rai) in first column is province. At the end, we got the perfect data in 
Error! Reference source not found. for analysis in next step. 
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Table 2  Data after preparing.  

Province 
Name 

Actual  
year 

Actual 
yield 

Start  
harvest 
month 

Max  
harvest  
month 

Start 
plant 

Max 
plant 

Max 
plant 
month 

Max 
plant 
year 

Start 
plant 
month 

Max 
plant 
quarter 

Start 
plant 
year 

Start 
plant 
quarter 

Bangkok 2562 781.00 2 2 201811 201811 11 2018 11 4 2018 4 
Kanchanaburi 2562 901.95 3 7 201811 201903 03 2019 11 1 2018 4 
Kalasin 2562 690.76 4 4 201812 201901 01 2019 12 1 2018 4 

2.3 Analytics 

In this study, MLR and forward stepwise OLS techniques were used for rice yield prediction. 
MLR is a statistical modelling for analysing relationship between a dependent variable and multiple 
independent variables, assuming a linear relationship. In this study, MLR was employed to develop a 
predictive model for rice yields based on various independent variables from Fig.3, such as weather 
conditions (humidity, temperature, rainfall) and the Normalized Difference Vegetation Index (NDVI). 

 

 

Fig. 3 The variable of the multiple linear regression 

Forward stepwise OLS approach was applied to refine MLR model and select the most significant 
predictor variables. This is a variable selection technique that starts with an empty model and sequentially 
adds predictor variables based on their contribution to the model predictive power. This stepwise process 
continues until no further variables significantly improve the model performance or until a predetermined 
stopping criterion is reached. 

 
The general formulation of MLR model can be expressed as: 

Y = β₀ + β₁X₁ + β₂X₂ + ... + βₚXₚ + Ɛ 
Where Y represents dependent variable (rice yield), β₀ is intercept, β₁, β₂, ..., βₚ are coefficients 

associated with predictor variables X₁, X₂, ..., Xₚ, and Ɛ represents error term.  
MLR model aims to estimate values of coefficients (β₀, β₁, β₂, ..., βₚ) that minimize sum of squared 

errors between predicted and actual values of the rice yield. 
 

Forward stepwise OLS procedure involves iteratively adding the most significant predictor variable 
to the model based on statistical criteria such as the p-value. The process continues until the additional 
variables no longer significantly improve model performance. 

To evaluate the performance of the predictive models, the mean absolute percentage error (MAPE) 
was employed as an evaluation metric. MAPE measures the average percentage difference between the 
predicted and actual values of the rice yield. Lower MAPE values indicate higher prediction accuracy. 

 
The general formulation of MAPE can be expressed as: 

MAPE = ∑ × 100 
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Where: Yi represents the actual value of the dependent variable for the ith observation, Yi represents 
the predicted value of the dependent variable for the ith observation, n is the total number of observations. 

3. Result 

From our method, we will separate into 3 results that is in-season rice, off-season rice, and both.  
 

 
Fig. 1. MAPE of in-season rice 

Fig. 1, shows us the accuracy for all models in each type of rice. Each type of rice will get different 
accuracy and it has a different best model. The lowest accuracy is white rice, it gets 15.79% with the model 
of average 4 years before. Most of the best models give an error between 5-10%, Thai Hom Mali (outer 
area) with 9.39% by MLP with maximum productivity, glutinous rice with 8.94%, and Pathum Thani 1 
with 8.66% by using data from the latest year, and others paddy with 8.41% by the model of average 2 
years before. But the most efficiency is Thai Hom Mali (outer area) with 3.32% by MLP with start crop 
model. 
 

 
Fig. 2. MAPE of off-season rice 

In the same way shown in Fig. 1 , most of off-season rice prediction will get more error because off-
season rice some crop will not plant every year. The lowest accuracy is Thai Hom Mali (in area) with 
16.27% by using average 3 years before. Next MAPE is about 10%, Pathum Thani 1 with 11.78% by using 
MLP with maximum productivity, others paddy with 11.53% and glutinous rice with 9.23% by using 
average 3 years before. White rice looks like it the most efficiency prediction with 5.90% by using average 
3 years before but Thai Hom Mali (outer area) get no error by using all MLP model. We assume data that 
we have from Thai Hom Mali (outer area) is too simple for using Multiple Linear Regression, but it can 
only use Linear Regression. 
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Fig. 3. MAPE of all-season rice 

The key to this project is next year's prediction of all-season rice. Fig. 3 shows us the MAPE of all-
season rice, we will see every type of rice after combining in-season and off-season together, MAPE is 
always below 15%. Because the amount of data in the in-season has bigger than the data of-season, so 
MAPE must follow in-season prediction. 14.94% is the MAPE of white rice, it is the most MAPE of all 
types of rice. MAPE of other is 9.79% from Pathum Thani 1, 9.49% from glutinous rice, 9.15% Thai Hom 
Mali (outer area), 9.06% from others paddy and the most efficiency is Thai Hom Mali (in area) with 
4.28%. Therefore, the MAEP could be proposed for crop yield predictions in the study all region before 
the harvesting period. 

4. Conclusion 

This research performed of MAPE predictions for rice crop yields in scale of province up to country 
level. Moreover, in-season rice prediction is more efficient than off-season rice prediction because of the 
amount of data and the continuity of data. For example: in-season rice has many data and continuity 
because the farmer will plant rice every year, but of-season is not. So, the accuracy of in-season rice is 
better. Moreover, popularity of each type of rice also affects its accuracy. In the future, we can use this 
model with another plant and scale up to predict all kind of plants. 
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Abstract 
 

We present a comprehensive study of the transmission dynamics of COVID-19 by developing and 
analyzing a mathematical model. Our research focuses on investigating the qualitative properties of the 
model, specifically, the existence of equilibria. We identify two equilibrium points: disease-free 
equilibrium (DFE) and endemic equilibrium (EE). We establish that EE is globally asymptotically stable 
when � > 1. To validate the applicability of our model, we used real COVID-19 data from Thailand and 
assessed its fitting performance. These results underscore the crucial role of vaccination campaigns in 
mitigating the spread of the disease. However, our research also uncovered a significant challenge in the 
form of vaccine hesitancy within certain populations, which hampers progress in containing the disease. 
By conducting a sensitivity analysis, we demonstrate that the effective utilization of non-pharmaceutical 
interventions (NPI) and the avoidance of public places are vital control measures to prevent future 
outbreaks of COVID-19 in Thailand. 
 
Keywords: COVID-19; Stability; Sensitivity; Equilibrium points; Vaccine 
 

1. Introduction 

Designing efficient control techniques for COVID-19 requires a comprehensive understanding of its 
transmission mechanics. Including vaccine reluctance in transmission models can be crucial for accurately 
representing vaccine coverage and its effect on disease spread [1]. By accounting for vaccine hesitancy, 
researchers and policymakers can assess potential barriers to achieving the desired vaccination rates and 
better evaluate the effectiveness of control measures [2, 3]. In this study, we provide a compartmental 
model that allows us to categorize susceptible individuals into different groups based on their vaccination 
status and susceptibility to the virus. This categorization enabled us to track the interactions and 
transmission patterns among these groups. By explicitly considering vaccine hesitancy, we can explore the 
impact of hesitancy on the overall transmission dynamics and effectiveness of vaccination campaigns. 

2. Methods 

2.1 Structure  In this study, we present a mathematical model that tracks the movement of individuals 
through eight (8) different states: 

I. Susceptible (): This group represents individuals who are vulnerable to contracting COVID-
19. 

II. Vaccinated (X): Individuals in this compartment received the COVID-19 vaccine and were 
protected against the disease or acquired some level of immunity. 

III. Vaccine-hesitant X : This group comprises individuals who are hesitant or unwilling to 
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receive the COVID-19 vaccine, are assumed to be more vulnerable and acquire vaccination at 
a reduced rate [4]. 

IV. Exposed (): Individuals in this compartment are exposed to the virus but are not yet 
infectious. 

V. Asymptomatic infection (N ): This group represents individuals who are infected with the virus 
but do not exhibit any symptoms. 

VI. Symptomatic infection (N ): Individuals in this compartment are infected with the virus and 
display symptoms of COVID-19. 

VII. Hospitalized (M): This group included individuals who had acquired hospitalization due to a 
severe illness caused by COVID-19. 

VIII. Recovered (�): Individuals in this compartment have recovered from the infection and are 
currently immune. 

 
]
]j = (1 −  {)p − (x + v + v +  y) 

]X
]j =  {p +  v   +  }X − (x + w + y)X 

]X
]j = v   − (x + } + y)X  

]
]j = x + x(1 − w)X + xX − (u + y) 

]N
]j = u(1 − ¡) − (| + y) N  

]N
]j = u¡ + |  (1 − ¦) N − (| + s + y) N  

]M
]j = |  (1 − ¥) N − (| + s + y)M 

]�
]j = |  ¦N + |  ¥N + | M + wX − y�          (1) 

where, 

x =
r(1 − t)(N + ~ N + ~ M)

1 + q(N + N + M)                                           (2) 

The mathematical equations in (1) are based on population dynamics and epidemiological concepts. 
These equations were used to model the spread of COVID-19 in a population and examine the effects of 
different scenarios and treatments. The model allows people to move between different compartments, 
such as susceptible, infected, and recovered compartments, based on factors such as transmission rates, 
vaccination rates, and the length of each stage of the infection. The model also considers the impact of 
vaccination campaigns, vaccine reluctance, and the course of the illness from the asymptomatic to 
symptomatic phases. In addition, the model includes a compartment for hospitalized people, which 
allows it to consider the potential impact on healthcare facilities. A list of all the parameters involved in 
this model is provided below. 

 

Table 1. Model Parameters and Meaning 
Parameter Meaning 
p  Recruitment rate 
{  Newly recruited Vaccinated 
}  Vaccine-hesitant individuals to Vaccinated 
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v   Rate of Vaccination of Susceptible 
individuals 

v   Rate of Vaccine-hesitancy 
w  Vaccine efficacy 
y  Natural Fatality rate 
t  Rate of NPI usage 
r  Contact rate 
q  Rate of Vaccine Compliance 
~   Infectiousness of Is 
~   Infectiousness of H 
Η The transition from Exposed to Infectious 

class 
Ω The rate at which infected individuals show 

symptoms 
|   Escape rate of individuals in Ia 
|   Escape rate of individuals in Is 
|   Recovery rate of individuals in H 
Π Recovery rate of individuals in Ia 
Φ Recovery rate of individuals in Is 
s   Death caused by COVID-19 in Is class 
s   Death caused by COVID-19 in H class 

We find and alayzed the qualitative features of the model equilibrium point: the disease-free equilibrium 
(DFE) and the endemic equilibrium (EE). The model's basic reproduction number (� ) is calculated as 
follows: 

� =
pru (1 − t)(e e (1 − ¡) + ¤ e   + (1 − ¥)| ¤   )

e e e e e e e , 

Where e = v + v + y, e = w + y, e = } + y, e = u + y, e = | + y, e = | + s +
y, e = | + s + y,   = y { + ({} + {v + v )y + }(v + v ),   = (1 − {)(c + v )e +
(1 − w)  ,   = (1 − ¦)(1 − ¡)| + ¡e . 

2.2. Data collection and model validation 

We used the COVID-19 data from Thailand from February to June 2023, provided by the WHO, to 
calibrate the model to real-world data. We collected relevant data during this time period, such as the 
number of confirmed cases. These data helped us better understand the pandemic dynamics and current 
trends in Thailand. As part of the model validation process, we compared the model's output with the 
observed data from the same time period. We fine-tuned the model parameters by analyzing the 
similarities and differences between the simulated and actual data. Our goal was to minimize the 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 100 - 

discrepancy between the observed and simulated values to ensure that the model accurately reflected 
real-world situations. 

2. Findings and Discussions 

Concerted efforts should be made to reduce vaccine hesitancy and to combat the COVID-19 pandemic. 
This involves vaccinating individuals and disseminating accurate information regarding vaccine 
benefits, safety, and effectiveness. Trust can be built by collaborating with credible local authorities and 
medical experts, while targeted education campaigns can address concerns and debunked vaccine myths 
among specific groups. Simultaneously, a sensitivity analysis demonstrated the effectiveness of non-
pharmaceutical interventions (NPIs), such as avoiding crowded areas and halting viral transmission. 
NPIs, including social distancing, mask-wearing, and handwashing, are important control measures to 
limit contact and reduce disease spread. Adhering to NPIs remains crucial for public health protection 
and the prevention of future outbreaks. 

3. Conclusion 

In summary, our study provides significant insights into the spread of COVID-19. We have identified 
and examined two equilibrium points: the disease-free equilibrium (DFE) and the endemic equilibrium 
(EE). Notably, EE demonstrates global asymptotic stability when � > 1. To validate the efficacy of our 
model, we utilized authentic COVID-19 data obtained from Thailand, thereby ensuring its accuracy and 
reliability. 

Undoubtedly, the paramount importance of prioritizing vaccination campaigns cannot be overstated in 
effectively combatting the rapid global spread of COVID-19. Vaccination has proven to be a pivotal 
factor in mitigating transmission rates and reducing the incidence of severe infection cases. Throughout 
our research, we have discovered a concerning variable: vaccine hesitancy prevalent within specific 
communities. This hesitancy poses a significant obstacle to progress in curbing the detrimental effects of 
the pandemic. 

To address this issue, intentional education and communication interventions must be implemented, 
tailored to effectively reduce reluctance towards vaccinations and promote higher uptake rates across 
diverse demographics. By acknowledging these critical insights, we aim to contribute to the collective 
efforts to overcome the challenges posed by COVID-19, fostering a healthier and safer global 
community. In addition, our sensitivity analysis emphasizes the efficacy of non-pharmaceutical 
interventions (NPIs) and the significance of avoiding public areas as crucial measures to control and 
prevent future COVID-19 outbreaks in Thailand. NPIs, including practices like mask-wearing, physical 
distancing, and proper hand hygiene are paramount. 

In summary this study provides important insights into COVID-19 transmission and the effectiveness of 
public health measures. Vaccination campaigns significantly reduce transmission; however, vaccine 
hesitancy remains a challenge. Non-pharmaceutical interventions, such as social distancing and wearing 
masks, are effective. A comprehensive approach is needed to effectively manage the pandemic, 
including widespread vaccination, addressing vaccine hesitancy, and strict adherence to non-
pharmaceutical interventions. These measures can prevent future outbreaks and minimize their impact 
on public health. 
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Abstract 
 

In this study, we present a compartmental model for investigating the pharmacokinetics of cannabidiol 
(CBD) after sublingual administration. The goals were to study the behavior of CBD concentration in the 
body after sublingual administration and use the results as a guide to determine the appropriate dosage 
and duration of CBD after sublingual administration to avoid harm to the body. The compartment model 
represents the body and describe the pharmacokinetics of the CBD in the body, it is transformed into 
ordinary differential equations (ODEs) by applying the law of mass action to describe the rate of change 
in CBD concentration in each compartment. Following that, the CBD concentration in each compartment 
was simulated using the exact solutions of the ODE system. To produce the simulation curves, the exact 
solutions and a sample of the actual data were written in Microsoft Excel, and the optimal rate constants 
were obtained by curve fitting to create a simulated curve that closely matched the actual data. In addition, 
we applied the simulation results to study the pharmacokinetics of CBD from cannabis sublingual oil of 
Chaophraya Abhaibhubejhr hospital formulation. The study found that our model was able to accurately 
describe the concentration of CBD in plasma as compared to the actual data and can also predict the 
concentration of CBD in other tissues. So, our model can be used as a tool to guide the determination of 
dosage and duration of CBD products administration, such as CBD sublingual oil, in actual treatment. 
 
Keywords: Cannabidiol (CBD), Compartment model, Pharmacokinetics, Sublingual administration. 
 
1. Introduction 
 
1.1. Background and rational of research 
 
     Currently, many countries around the world have supported the legal use of cannabis for medical and 
research purposes. In Thailand, it was announced in the Royal Gazette on February 18, 2019 [1], that 
cannabis can be used for medical purposes. As a result, cannabis has been used medically to treat 
diseases that cannot be treated with modern drugs. However, research into the biological processes and 
effects of medical cannabis is still in its early stages. 
     Medical cannabis, often known as medical marijuana, is an herbal medication derived from cannabis 
plants used to treat specific symptoms or ailments. Cannabis contains about 100 active chemicals, 
referred to as "cannabinoids," which are unique to the cannabis plant [2]. One of these cannabinoids is 
cannabidiol (CBD), a non-psychoactive compound extracted from the cannabis plant. CBD has gained 
increasing attention in recent years due to its potential treatment for various symptoms, such as anti-
seizure, anti-inflammatory, and analgesic properties, including its role in preventing nerve deterioration 
[2]. Sublingual administration is a convenient and effective route for CBD-based products. After 
administration, CBD is absorbed through the mucous membrane under the tongue into the capillaries in 
the lining of the tongue, bypassing first-pass metabolism in the liver. It enters systemic circulation 
directly before being distributed to other tissues. Additionally, CBD is excreted from the body without 
causing any internal chemical alterations, in the form of urine or feces [2]. 
     The study of the kinetics of drug absorption, distribution, metabolism, and excretion is called 
pharmacokinetics [3]. It aids in understanding drug behavior and the relationships between drug 
absorption, distribution, and elimination rates inside the body, as well as in creating the appropriate 
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treatment response. There are numerous methodologies used to study pharmacokinetics, and one 
commonly utilized method is compartmental modeling. A compartment model is a mathematical model 
of the body or a portion of the body used to study the kinetics of physiological or pharmacological 
processes by dividing the body into compartments [4]. This approach facilitates comprehension of the 
biological processes underlying the kinetic behavior of drugs or chemicals administered to the body.  
     Since the kinetic process of CBD after sublingual administration is not well understood, and there is a 
lack of mathematical models to describe the pharmacokinetics of CBD in the body, we propose a 
compartment model in this work. The model aims to describe the pharmacokinetics of medical cannabis 
containing CBD after sublingual administration. It takes into consideration the rate of absorption, 
distribution of CBD into different body compartments, and elimination of CBD through excretion. The 
compartment model will be converted to ordinary differential equations (ODEs) to describe the rate of 
change in CBD concentrations in each compartment, utilizing the law of mass action. Mathematical 
methods will then be employed to solve the exact solutions of the ODE system. Subsequently, the CBD 
concentration in each compartment will be simulated using the exact solutions and optimized rate 
constants obtained through curve fitting, aiming to achieve a graph that closely represents the actual data 
of CBD concentration. The model will be validated by comparing the simulation results with the actual 
data. Additionally, we will apply the simulation results to investigate the pharmacokinetics of CBD 
products used in Thailand. An example of such a CBD product is the cannabis sublingual oil formulated 
by Chao Phraya Abhaibhubejhr Hospital [7], which we will investigate in this study. If our model is 
correct, it will serve as a valuable tool for describing and predicting the pharmacokinetics of CBD 
products after sublingual administration. 
 
1.2. Objective of Research  
 

The objectives of this study were to investigate the pharmacokinetics of medical cannabis containing 
cannabidiol (CBD) after sublingual administration in terms of the relationship between concentration 
and time, and to utilize the results as a guideline for determining the appropriate dosage and duration of 
sublingual CBD administration. 

 
2. Methodology 
 
2.1. Actual data 
 
       The actual data we consider is the concentration of CBD in plasma after 10 mg sublingual 
administration [5]. This data was obtained from a study conducted on twelve healthy volunteers (six 
males and six females) who were administered CBD through sublingual sprays over a period of 720 
minutes (12 hours). Table 1 presents the mean plasma concentration of CBD over time. 
 

Table 1. Mean CBD concentration in plasma after 10 mg CBD sublingual administration. 
Time  
(min) 

Concentration  
(ng/ml) 

Time  
(min) 

Concentration  
(ng/ml) 

0 0.00 165 1.26 
15 0.06 180 1.23 
30 
45 
60 
75 
90 
105 
120 
135 
150 

0.82 
1.00 
1.30 
1.55 
1.60 
1.73 
1.79 
1.53 
1.36 

210 
240 
270 
300 
330 
360 
480 
720 
 

0.96 
0.72 
0.67 
0.55 
0.38 
0.33 
0.22 
0.11 
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2.2. Compartmental Modeling  
     
    In this section, we will create a compartment model to describe the pharmacokinetics of CBD after 
sublingual administration. We divide the body into five physiologically significant compartments. The 
first compartment is the absorption compartment (located under the tongue), the second compartment is 
the central compartment (representing the blood or systemic circulation), the third compartment is for 
rapidly equilibrating tissues such as the brain, lungs, liver, and kidneys, the fourth compartment is for 
slowly equilibrating tissues such as skin, bone, and fat. Additionally, we design the effect site 
compartment to describe the CBD concentration at the target site, as depicted in Fig. 1.       

 

Fig. 1. A compartment pharmacokinetic model of CBD after sublingual administration 

     Let  represent the concentration of CBD in the absorption compartment,  represent the 
concentration of CBD in the central compartment,  represent the concentration of CBD in the 
rapidly equilibrating tissue compartment,  represent the concentration of CBD in the slowly 
equilibrating tissue compartment, and  represent the concentration of CBD in the effect 
compartment. Additionally,  is absorption rate constant,  and  are the distribution rate 
constants of CBD in each compartment, while  and are the elimination rate constants of CBD from 
the central compartment and effect compartment, respectively. 
     Based on the compartment model shown in Fig. 1, this study will examine the case where the 
redistribution rate of CBD from the rapidly equilibrating tissue compartment and the slowly equilibrating 
tissue compartment to the central compartment is either equal or . As a result, we obtain the 
following set of ordinary differential equations, which describe the change in CBD concentration in each 
compartment after sublingual administration using the law of mass action: 

                                                                            (1)

  

                                                                   (2) 

                                                                              (3) 

                                                                              (4) 
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                                                                          (5) 

 
where  is the initial concentration of CBD.  

3. Results 

     In this topic, we will present the exact solutions of Eqs. (1) - (5) and demonstrate the simulation 
results of the pharmacokinetics of CBD after a 10 mg sublingual administration. Furthermore, we will 
apply the results to a CBD oil product. 
3.1. Exact solutions 
     From Eqs. (1) - (5), using mathematical methods, we obtain the following exact solutions: 
 

                                                                                                                           (6) 

                                                      (7) 

                                                           (8) 

                                                           (9) 

                                                                                                                      (10) 

where 
 

 

 
 

3.2. Simulation Results 
      
    First, we will estimate the initial concentration ( ) of CBD in the absorption compartment after 10 
mg sublingual administration using the concept of bioavailability. Bioavailability (F) represents the 
fraction of the administered dose of a drug that reaches the systemic circulation unchanged [6]. Thus, we 
can estimate the initial concentration in the absorption compartment as follows: 
 

 

 
where the bioavailability (F) of CBD after sublingual administration will be approximate 35% (0.35) [7],  
and the maximum concentration of CBD in plasma is 1.79 ng/ml. Therefore, we obtain the estimated 
initial concentration,  is 5.11 ng/ml. 
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Table 2. The optimal rate constants of CBD pharmacokinetics after 10 mg sublingual 
Parameters Value Unit 

 0.0097 min-1 
 
 
 
 
 
 
 
 

0.0011 
0.1356 
1.0000 
0.0435 
0.0115 
0.0150 
-0.0106 
-1.1809 

min-1 
min-1 
min-1 
min-1 
min-1 
min-1 
min-1 
min-1 

 
     By utilizing the exact solutions of  and , as presented in Eq. (6) and Eq. (7), respectively, 
along with the estimated initial concentration ( ) and the optimal rate constant parameters obtained 
through curve fitting between the exact solutions and the actual data (as shown in Table 2), we can derive 
the simulation results of CBD in the absorption compartment and plasma, as displayed in Table 3. 
 
Table 3. Actual and simulated CBD concentration in plasma after 10 mg CBD sublingual administration. 

Time  
(min) 

Actual CBD 
concentration in 
plasma (ng/ml) 

Simulated  
(ng/ml) 

Simulated  
(ng/ml) 

0 0.00 5.11 0.00 
15 0.06 4.42 0.55 
30 
45 
60 
75 
90 
105 
120 
135 
150 
165 
180 
210 
240 
270 
300 
330 
360 
480 
720 

0.82 
1.00 
1.30 
1.55 
1.60 
1.73 
1.79 
1.53 
1.36 
1.26 
1.23 
0.96 
0.72 
0.67 
0.55 
0.38 
0.33 
0.22 
0.11 

3.82 
3.30 
2.85 
2.46 
2.13 
1.84 
1.59 
1.37 
1.19 
1.03 
0.89 
0.66 
0.49 
0.37 
0.28 
0.21 
0.15 
0.05 
0.00 

0.94 
1.20 
1.38 
1.47 
1.52 
1.52 
1.49 
1.44 
1.37 
1.30 
1.22 
1.05 
0.88 
0.73 
0.60 
0.49 
0.39 
0.15 
0.02 

 
3.3. Application to CBD product 
 
     In this section, we will examine the pharmacokinetics of CBD from cannabis sublingual oil 
formulated by Chaophraya Abhaibhubejhr hospital after sublingual administration. 
 
Product basic information [8]: 
Product name: Cannabis oil drops under the tongue 5 ml CBD 
Component: CBD 10% W/V (100 mg/ml) (2.94 mg CBD/drop) 
Packing size: 5 ml/bottle 
Product form: Cannabis oil drips under the tongue 
Implement: Use drops under the tongue in the initial size of 1 drop/day and increase the size slowly 
Indications: Parkinson’s disease and syndrome that does not respond to modern medicine  
Manufacturer: Chaophya Abhaibhubejhr hospital, Prachin buri, Thailand. 

ak
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      Here, we will utilize the optimal rate constants from Table 2 to investigate the pharmacokinetics of 
CBD from cannabis sublingual oil formulated by Chaophraya Abhaibhubejhr hospital. In this study, we 
will consider an initial dose of 1 drop, equivalent to 2.94 mg CBD, per day. According to the product's 
basic information, the concentration of CBD oil is 100 mg/ml. Therefore, the concentration per 1 drop, 
or the initial concentration ( ), is also 100 mg/ml. By using the exact solutions shown in Eqs. (6) - (10), 
we obtain the simulation results as shown in Table 4. 

 
Table 4. The simulated CBD concentration after 1 drop CBD oil (2.94 mg CBD) sublingual administration 

Time (min) Absorption 
compartment 
(mg/ml) 

Plasma  
(mg/ml) 

Rapidly 
distribution 
tissues 
(mg/ml) 

Slowly 
distribution 
tissues 
(mg/ml) 

Effect site  
(mg/ml) 

0 100.00 0.00 0.00 0.00 0.00 
15 86.42 10.71 1.37 0.44 8.20 
30 
45 
60 
75 
90 
105 
120 
135 
150 
165 
180 
210 
240 
270 
300 
330 
360 
480 
720 
1440 

74.68 
64.53 
55.77 
48.19 
41.64 
35.99 
31.10 
26.87 
23.22 
20.07 
17.34 
12.95 
9.67 
7.22 
5.39 
4.03 
3.01 
0.94 
0.09 
0.00 

18.29 
23.51 
26.89 
28.84 
29.70 
29.74 
29.18 
28.18 
26.18 
25.38 
23.77 
20.44 
17.22 
14.29 
11.70 
9.49 
7.64 
3.01 
0.40 
0.00 

2.42 
3.15 
3.62 
3.90 
4.02 
4.03 
3.96 
3.83 
3.66 
3.45 
3.24 
2.79 
2.35 
1.95 
1.60 
1.30 
1.04 
0.41 
0.05 
0.00 

0.78 
1.01 
1.16 
1.25 
1.29 
1.29 
1.27 
1.23 
1.17 
1.11 
1.04 
0.89 
0.75 
0.62 
0.51 
0.42 
0.33 
0.13 
0.02 
0.00 

14.00 
18.00 
20.59 
22.08 
22.74 
22.77 
22.34 
21.57 
20.58 
19.43 
18.20 
15.65 
13.19 
10.94 
8.96 
7.27 
5.85 
2.31 
0.30 
0.00 

 
 

   
Fig. 2. Graph of actual and simulated CBD concentration in plasma after 10 mg CBD sublingual 
administration 
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Fig. 3. Graph of simulated CBD concentration after 10 mg CBD sublingual administration in each 
compartment administration 
 
 

 
Fig. 4. Graph of simulated CBD concentration after 1 drop CBD oil (2.94 mg CBD) sublingual 
administration in each compartment 

4. Discussion and Conclusion 

     In this study, we present a compartment model for investigating the pharmacokinetics of medical 
cannabis containing cannabidiol (CBD) after sublingual administration. The compartment model is 
converted into a set of ordinary differential equations (ODEs) using the law of mass action, referred to as 
Eqs. (1) - (5). These equations describe the rate of change in CBD concentration within each 
compartment. Subsequently, we obtain the exact solutions for this system, denoted as Eqs. (6) - (10), 
which were derived using mathematical methods. 
     For the simulation results, the solution curve of the model was plotted in Microsoft Excel using the 
exact solutions along with the optimal rate constants, which were refined through curve fitting between 
the exact solutions and the actual data. This process aimed to obtain a graph that closely represented the 
actual CBD concentration as shown in Fig. 2. It was observed that the CBD concentration in the 
absorption compartment ( ) rapidly decreased from its initial concentration (5.11 ng/ml), while the 
CBD concentration in plasma ( ) exhibited a rapid increase within the interval of 0 to 90 minutes (0 
to 1.5 hours). The maximum concentration of 1.52 ng/ml was reached at 90 to 105 minutes, followed by 

-1.00

0.00

1.00

2.00

3.00

4.00

5.00

6.00

0 100 200 300 400 500 600 700 800C
BD

 c
on

ce
nt

ra
tio

n 
(n

g/
m

l)

Time (minutes)

Simulated Ca (ng/ml) Simulated C1 (ng/ml) Simulated C2 (ng/ml)

Simulated C3 (ng/ml) Simulated Ce (ng/ml)

-20.00

0.00

20.00

40.00

60.00

80.00

100.00

120.00

0 200 400 600 800 1000 1200 1400 1600CB
D

 o
il 

co
nc

en
tra

tio
n 

(m
g/

m
l)

Time (minutes)
Absorption compartment (mg/ml) Plasma (mg/ml)
Rapidly distributed tissues (mg/ml) Slowly distributed tissues (mg/ml)
Effect site (mg/ml)

( )aC t
1( )C t



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 109 - 

a rapid decrease within the interval of 105 to 360 minutes and a gradual decrease within the interval of 
360 to 720 minutes, as depicted in Fig. 2. By comparing the simulation results with the actual data, it 
was found that the model achieved a good fit with an RMSE of 0.1571 and an R-squared value of 0.9240. 
Furthermore, the optimal parameters obtained from the curve fitting of  (as shown in Table 2) were 
used to calculate the concentrations of CBD in ,  and , the simulation results are presented 
in Fig. 3. 
     Moreover, we applied the optimal rate constants to investigate the CBD concentration in cannabis 
sublingual oil formulations from Chaophraya Abhaibhubejhr hospital. We considered the administration 
of 1 drop of CBD oil, equivalent to 2.94 mg CBD, with an initial concentration of 100 mg/ml, over a 
period of 1440 minutes (24 hours). The study revealed that the CBD concentration in plasma increases 
rapidly within the interval of 0 to 105 minutes, reaching a maximum concentration of 29.74 mg/ml at 
105 minutes. Subsequently, it decreases quickly in the interval of 105 to 480 minutes, and gradually 
decreases after 480 minutes onwards. Concurrently, in the absorption compartment, the CBD 
concentration decreases rapidly from the initial concentration (100 mg/ml) in the interval of 0 to 480 
minutes, and gradually decreases until it reaches 0 mg/ml after 480 minutes onwards. The CBD 
concentration in other tissues gradually increases with the distribution rate constants. The maximum 
concentration of CBD in rapidly distributed tissues is 4.03 mg/ml at 105 minutes, in slowly distributed 
tissues is 1.29 mg/ml at 90 to 105 minutes, and in the effect site is 22.77 mg/ml at 90 to 105 minutes. 
After that, the concentration in all compartments gradually decreases from the maximum concentration 
point and reaches 0 mg/ml in the interval of 105 to 1440 minutes. Based on these findings, we concluded 
that CBD oil should be administered again at least 480 minutes (8 hours) after the initial dose. This 
ensures that CBD concentrations in plasma and other tissues are sufficiently lowered, thereby minimizing 
the potential for harm or side effects to the body. 
     The study demonstrated that our model accurately described the concentration of CBD in plasma 
compared to the actual data, and it also successfully predicted the CBD concentration in other tissues. 
Therefore, our model can serve as a valuable tool for guiding the determination of dosage and duration 
for CBD sublingual products, thereby minimizing potential harm to the body. 
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Abstract 

Mercury, a toxic element usually found in the earth’s crust, contaminates oil and natural gas. As it 
has a serious impact on health and ecosystem, more details about mercury reactions in the gas industry 
are very essential in order to regulate the mercury emissions. However, there are only a few works on the 
contaminated mercury in natural gas production which always faces these harmful substances. In this 
article, reactions of some mercury compounds such as (CH3)2Hg, CH3HgCl, and CH3HgI, were 
investigated by Density Functional Theory (DFT) at M062X/DEF2-TZVP and B3LYP/DEF2-TZVP levels 
of theory. The transition state and activation energy were calculated via Nudged Elastic Band method 
(NEB). The calculations were integrated with Solvation Model based on Density (SMD) on some solvents 
of different polarity that are present during the oil-gas transportation and refining processes such as water, 
toluene, xylene, 1,2-Ethanediol. The simulations were performed under the natural gas environments at 
controlled temperature 400K. The varied method of product varies reaction pathways. The impact from 
solvents lowered overall energy. The polar solvents tend to have lower energy than non-polar solvents. 
 
Keywords: Mercury reaction; NEB; Natural gas; SMD; DFT. 
 

1. Introduction 

Mercury is a highly toxic element that poses significant risks to living organisms. It naturally occurs in 
the volcanic rock and can be released into the environment during industrial processes, including oil and 
gas extraction. [1,2]. The natural gas industry, as a crucial component of fossil fuel mining, contributes to 
elevated mercury emissions, with detrimental effects on the environment and human health. Over the 
years, these emissions have reached alarming levels, leading to widespread environmental contamination 
and associated adverse consequences. Mercury exists in different forms, including elemental mercury 
(Hg0), mercury ions (Hg+, Hg2+), and mercury compounds such as CH3Hg and (CH3)2Hg. Some of these 
compounds possess high toxicity which can affects to human and cause many health problems. They can 
enter human body through ingestion, inhalation or dermal exposure [2,3].  

 
While much research has been done on mercury reactions in other environment, such as aquatic systems 

and coal combustion, little emphasis has been paid to understanding the reactions that occur in the natural 
gas industry. Given that the gas industry contributes significantly to mercury emissions, it is critical to 
investigate the reactions that occur in this setting in order to develop appropriate restrictions and mitigation 
techniques. 
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(�� ) +  →  + (��)   (1) 

 + �� →  ��     (2) 

(��) + � → &� ��   (3) 

 
This study focuses on simulating three reactions (eq1.-eq3.) involving mercury compounds, (CH3)2Hg, 

CH3HgCl, and CH3HgI. These reactions were chosen based on their possible occurrence in the natural 
gas business, considering the compounds found in gas pipelines [4]. Additionally, iodine compounds are 
considered because of the presence of brine solution in some offshore processes [5]. To investigate the 
reaction, a part of Density Functional Theory (DFT), Nudged Elastic Band (NEB) was used to determine 
the transition state of reactions and calculate minimum energy path (MEP) of the reactions [6]. The 
simulations also included the Solvation Model based on Density (SMD) module [7], which accounts for 
the influence of solvents and other chemicals found in gas pipes, allowing for a more accurate portrayal 
of the reaction environment. 
 

2. Computational details 

All density functional theory (DFT) calculations were performed by ORCA5, a free open-source 
quantum chemistry software widely recognized in the field of computational chemistry [8]. The 
simulations were running on the M062X /DEF2-TZVP level of theory and running under four solvents 
from Solvation Model based on Density (SMD) consisting of water, toluene, xylene, and 1,2-Ethanediol. 
The computational process started with generating reactant and product of each reactions using atomic 
visualization software, Avogadro. After obtaining the most stable structure of the molecules by geometry 
optimization, Nudged Elastic Band (NEB). In this study, NEB-TS was employed to create reaction 
pathways and predict transition state of each reaction [9]. The activation energy, enthalpy, and vibrational 
frequency at the transition state were determined. 

 
 

3. Result and discussion 

3.1 Potentials of mean force. 

In order to compare the corresponding barrier height and reaction energy in terms of free energy with 
those in the gas phase, The free energy on stationary points along the reaction path were calculated through 
NEB-TS in ORCA5 package. The calculations were varied by the two methods, M062X and B3LYP, and 
four solvents from SMD. Comparing the two methods, both methods overall show similar trends, except 
the first reaction (eq1.) There are two types of graphs of B3LYP method, the one that grows smoothly then 
becomes constant from water and xylene, and the fluctuated one from toluene and nonsolvent effect, 
representing two possibilities of rection pathways as shown in fig.2. and fig.3. respectively. Both pathways 
start with the same reactant, but in the first path, the top mercury atom releases a sulfur atom to bind with 
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another mercury, then shift to the carbon to form dimethylmercury. Meanwhile in the second path, a carbon 
atom goes straight forward to the further mercury atoms, forms dimethylmercury directly.  

 

 

 

Fig. 1. Poten als of mean force of reac on path under difference solva on effects, calculated at M062X/DEF2-TZVP (le ) and 
B3LYP/DEF2-TZVP (right). 

Fig. 2. Reac on pathway of eq.1. using B3LYP methods under water solvent. 
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3.2 effects from solvents 

From fig.1, the simulations without solvation effects made the highest energy, followed by toluene 
and xylene having close results, and 1,2-ethanediol and water the least. Polarity may be an important factor 
as it shows contrast between polar solvents, 1,2-ethanediol and water, and non-polar solvents, xylene and 

toluene. The bond length in reaction complex also indicates the difference between polar and non-polars. 
As shown in fig.4., the Hg-C and Hg-S bond length of reaction complex in toluene are 2.336A and 2.375A 
which is shorter than the those in 1,2-ethanediol which are 2.889A and 2.365A, supporting the higher 
energy barrier result from fig.1.  

4. Conclusions 

In this study, three reactions consists of (JM M` ) +  → M` + (JM ) M`,  M` + JM N →
 JM M`N and (JM ) M` + M`Jd → 2JM M`Jd were investigated by DFT at M062X/DEF2-TZVP and 
B3LYP/DEF2-TZVP levels of theory, together with solvent effects from 4 different solvents. We find that 
B3LYP method can express the different reaction pathway. The solvent reduces the energy of the whole 
reaction. Polarity of solvents create a noticeable difference; polar solvents always creates slightly lower 
energy than non-polar, corresponding to the longer bound length found in reactant complex under impact 
from polar solvent.  
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Fig. 3. Reac on pathway of eq.1. using B3LYP methods without solvent effects. 
 

Fig. 4. Bond length of reactant complex comparing between 1,2-ethanediol (le ) and toluene (right). 
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Abstract 

Although a very small amount of mercury is found in crude oil and natural gas, it causes significant 
harm to their transportation system in both the short and long terms. In the short term, the presence of 
mercury leads to toxic and contaminated crude oil and natural gas, which requires additional treatment for 
its removal and therefore increases the production cost. In the long term, its leftovers in the transportation 
pipeline can cause steel embrittlement, which is one of the major concerns for the pipeline's corrosion. 
The diffusion of the mercury species in the particular media, such as water and crude oil, determines their 
possibility of reaching the pipeline’s surface and causing the harmful problem. In this work, we mainly 
focus on the investigation of the transport behaviour of mercury species through the self-diffusion 
coefficient using all-atom molecular dynamics (MDs) simulation. The self-diffusion of mercury species 
as Hg0 and (CH3)2Hg in a system of TIP4P water and the crude oil simulated as a mixture of hexane, 
heptane, octane, nonane, cyclohexane, cycloheptane, toluene, and benzene is determined through the 
mean-squared-displacement method (MSD) at different temperatures, 300 K, 350 K, and 400 K. The 
simulations have been repeated and analysed statistically to obtain a reasonable fit for each particular 
condition. The results reveal that elemental mercury can diffuse better than dimethyl mercury in water 
environments, but dimethyl mercury can diffuse better than elemental mercury in crude oil environments. 
 
Keywords: Molecular dynamics simulation; diffusion coefficient; MSD; mercury; crude oil  

1. Introduction 

 Crude oil is a petroleum product composed of hydrocarbons and other substances formed by 
geological formations under high pressure and high-temperature conditions. Mercury is a volatile 
element that is found naturally in crude oil. Despite its low traceable concentration, due to its high 
toxicity, it can provoke catastrophic structural fracture when diffused into the pipe and therefore lead to 
pipeline cracking. In the past, several industrial accidents have been recorded which were caused by the 
failure of equipment, as a result of mercury corrosion. For instance, the accident at the Skikda LNG plant 
at Skikda, Algeria, at which the corrosion from mercury triggered the explosion of LNG plant, caused 27 
deaths and 74 injuries [1]. Not only does it have a toxic nature, but it also spoils catalysts that are used 
during processing; it shortens catalysts’ life and requires more catalyst change-out, which leads to rising 
production costs. In addition to its impact on pipeline corrosion, mercury is known to contribute to 
severe diseases. Direct contact with mercury can lead to the development of severe cutaneous disease 
[2]. Furthermore, when mercury vapor is inhaled, it is absorbed into lungs, and subsequently transported 
to other tissues through the bloodstream [2]. 
 
 The diffusion coefficient determines the rate of transfer of the diffusing substance across a unit 
area of one particular section, and defines the behaviours of mercury’s diffusion [3]. Kuss J. et.al., 
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determined the diffusion coefficient of elemental mercury in natural waters [4], Kuss J et.al., determined 
the diffusion coefficient of elemental mercury in water of oceanic salinity in 278K – 303K [5]. However, 
the behaviours of mercury in a crude oil environment – where it is typically found – are yet to be 
investigated, as well as the modelling of the alternative form of mercury, such as dimethyl mercury 
((CH3)2Hg) which is also one of the forms of volatile mercury that exists in crude oil as a dissolved 
species [6]. 
 
  Therefore, in this study, molecular dynamics (MD) simulation is used to determine the diffusion 
coefficient of elemental mercury (Hg0) and dimethyl mercury ((CH3)2Hg). The simulations were 
performed in water and crude oil environments at 300 K, 350 K, and 400 K using Large 
Atomic/Molecular Massively Parallel Simulator (LAMMPS) [7]. The diffusion coefficient is then 
computed by using mean-squared displacement (MSD) method.  

2. Simulation Settings 

2.1 Simulation data acquisition 
 
 In this work, MD simulation is performed using large atomic/molecular massively parallel 
simulator (LAMMPS), a package widely used in modelling of materials at a wide range of temperatures 
[7]. In this work, TIP4P water model is used for modelling of water [8]. The OPLS force field [10-12] 
was applied for the parameterization of molecular species of the crude oil, which is composed of the 
structures proposed by [9], containing 144 hexane, 132 heptane, 156 octane, 180 nonane, 96 cyclohexane, 
156 cycloheptane, 40 hexacosane, and 40 octatriacontane . For the modelling of elemental mercury (Hg0), 
an all-atoms simulation method was employed. Whereas, for modelling dimethyl mercury, coarse-grained 
simulation techniques are employed instead. The interaction between atoms is defined by the Lennard-
Jones potential with the addition of Coulombic pairwise interaction: 

  = 4ε °Á Â − Á Â ³        (1) 

  =           (2) 

The parameters for dissimilar groups of atoms are computed by the arithmetic mixing rule: 

 ε = ¹µε ε ·          (3) 

 σ = µσ + σ ·         (4) 

The Lennard-Jones parameters of TIP4P water are obtained from [8], and the parameters of mercury 
species are obtained from [13]:  

Table 1. Lennard jones parameters of the components of the simulation system. 
System types Atom types σ (Å) ℰ(c\[d

/egd) 
Water H 

O 
0 
3.1589 

0 
8.0417 

Crude oil C 0.066 3.500 
 H 0.030 2.500 
 
 

C(aromatic) 
H(aromatic) 

0.070 
0.030 

3.550 
2.420 
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Table 2. Atomic force field parameters of mercury species. 
Atom types σ (Å) ℰ (c\[d

/egd) 
Charges Value (e) 

Hg0 
Hg (dimethyl) 
CH3 (dimethyl) 

2.9 
2.9 
3.6 

1.59 
1.59 
0.24 

0 
0.208 
-0.104 

Additionally, the internal interactions among adjacent atoms in the molecules, involving the bonding and 
angle potentials, are described according to the OPLS force field by harmonic potential model: 

 = P (h − h )          (5) 

 = P (θ − θ )          (6) 

Where P    is a constant of bonding potential, with the unit of c\[d/egdµÅ· , P  is a constant of 
angle potential, with the unit of c\[d/egd, h  is the equilibrium bond distance, θ  is the equilibrium 
value of the angle. 

 

2.2 Simulation Method 

 The simulation system comprises two main parts: the mercury species and the environmental 
species. The  mercury species are created at the centre surrounding by the environment as shown in Fig.1 
and Fig.2. The number of mercury species in each simulation is 5 for the systems of elemental mercury 
and 3 for the systems of dimethyl mercury, and the number of water molecules is 5786. The information 
about the crude oil’s composition in each simulation box has been given in the previous section.   

 

 

Fig. 1. Initial configuration of water system (left); Initial configuration of crude oil system (right). 

 MD simulations are performed with the use of periodic boundary conditions in all the direction 
(x, y, and z) of the simulation box to eliminate the surface effect. The real unit is used in the all the 
simulations. Firstly, the simulation is started from an equilibration  performed by isothermal-isobaric 
Nose-Hoover thermostat (NPT) for each targeted temperature for 1 ns. Secondly, a canonical NVT 
ensemble is used to further equilibrate the system at the corresponding temperature via Nose-Hoover 
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thermostat for 1 ns. Finally, the data collection step – where the MSD is collected for the diffusion 
coefficient calculation – is performed by a microcanonical NVE ensemble. The timestep used in each 
simulation is 1 fs and then shortened to 0.5 fs in the data collection step in order to collect the data 
accurately, the simulation lasts for 1 ns.  

2.2 Diffusion coefficient calculation 

 The mean-squared displacement (MSD) is used for the calculation of the diffusion coefficient 
based on the Einstein relation: 

 
 6 = | ( ) ( )|  
 
 where D is the diffusion coefficient and r(t) are the position of the molecule at time t.  

2.3 Viscosity determination 

  The viscosity is determined by the cosine-shaped velocity profile: 
 

 X = Á Â           (7) 
 
 where V is the velocity amplitude, A is the acceleration amplitude, d  is the z-length of the 

simulation box, ρ is the density of the fluid, and η is the shear viscosity. 
 
 The cosine-shaped velocity profile is computed from the compute viscosity/cos command in 

LAMMPS. The simulations are performed with five different values of A. The dynamic viscosity is 
determined by computing the y-interception of the graph between shear viscosity and A – the acceleration 
amplitude. 

3. Result & Discussion 

3.1 Viscosity of water and crude oil 

 The viscosity of TIP4P water, as proposed by [14], and the viscosity of crude oil, decreases 
exponentially over the increase of temperature. According to Strokes-Einstein equation, the diffusion 
coefficient is inversely proportional to the viscosity [15]. Hence, the reduction of viscosity will result in 
the increase of diffusion coefficient. 

           

     Fig. 2. Viscosity of TIP4P water (left) from [14]; Viscosity of crude oil (right). 
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3.2 Diffusion coefficients 

 The results reveal that the mean square displacement (MSD) of mercury species demonstrates a 
notable increase when diffused within a crude oil environment compared to water, indicating enhanced 
diffusion capabilities of mercury in crude oil. Furthermore, the results also demonstrate a positive 
correlation with increasing temperature as MSD increases when the temperature is increased. The 
simulations are repeated five times each in order to obtain the linear correlation.  
 

 

Fig. 3. MSD of elemental mercury in crude oil (left) and water (right). 

 

Fig. 4. MSD of dimethyl mercury in crude oil (left) and water (right). 

 As the temperature goes up, the size of the simulation box increases and the atoms move faster, so 
the MSD curve at higher temperatures is less smooth compared to lower temperatures. However, the result 
shows the linear trend with high r-squared value, as shown in Fig 3,4 and Table 3. The diffusion 
coefficients are then determined by calculating the slope of MSD and time, as also shown in table 3. 

Table 3. Diffusion coefficients and root mean square error of mercury and dimethyl mercury in water 
and crude oil environments. 

System types Temperature (K) DHg  (Å /_i) R2 D(CH3)2Hg (Å /_i) R2 
Water 

 
 

Crude oil 

300 
350 
400 
300 
350 
400 

0.00033 
0.00053 
0.00137 
0.00030 
0.00047 
0.00090 

0.9852 
0.9791 
0.9782 
0.9857 
0.9650 
0.9846 

0.00010 
0.00037 
0.00060 
0.00013 
0.00060 
0.00097 

0.9593 
0.9911 
0.9760 
0.9351 
0.9449 
0.9672 
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4. Conclusion  

 In this work, molecular dynamics simulation was employed to determine the diffusion 
coefficients of elemental mercury and dimethyl mercury at 300 K, 350 K, and 400 K in two different 
environments. The first environment consists of 5786 TIP4P water molecules. The second environment 
contains 144 hexane, 132 heptane, 156 octane, 180 nonane, 96 cyclohexane, 156 cycloheptane, 40 
hexacosane, and 40 octatriacontane. The diffusion coefficient was calculated from the slope of mean-
squared displacement (MSD) and time. The viscosity of crude oil was determined by computing the 
cosine-shaped velocity profile.  

 The results show that viscosity has a negative correlation with temperature. The viscosity 
exponentially decreased as the temperature increased. In accordance with the viscosity, diffusion 
coefficients increase as the temperature rises. The diffusion coefficient of elemental mercury in water 
environment is greater than dimethyl mercury, meaning that elemental mercury can diffuse better than 
dimethyl mercury in water environment. Whereas in crude oil environment, the diffusion coefficient of 
dimethyl mercury is greater than elemental mercury in 350K and 400 K.  
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Abstract 

     Three-dimensional (3D) electrospinning is a technique that uses electrical charges to draw a scaffold 
from a polymer solution and allowing scaffolds to be fabricated in a 3D shape. This research aims to 
investigate and identify a new polymer solution and appropriate parameters that can fabricate 3D polymer 
fibrous scaffolds that closely resemble the original or 3D designed shape. The 3D electrospinning method 
employs a modified 3D printing to print scaffolds, utilizing a positive electrode-connected needle (printed 
into the negative electrode-connected base) and a syringe containing a polymer solution with the inclusion 
of carbon-based nanomaterial additives. These additives offer the potential to enhance mechanical and 
biological properties of the 3D scaffolds. To investigate the effectiveness of the additives, five different 
types were employed. The characterization techniques include scanning electron microscopy (SEM), X-
ray diffraction (XRD) and Fourier-transform infrared spectroscopy (FTIR) were used to classify each type 
of additive within the 3D polymer scaffolds. Additionally, a comparison is made with 3D scaffolds 
fabricated without any additives. Furthermore, polymer scaffolds fabricated using 3D electrospinning 
techniques will be characterized and compared using mechanical testing machines and the 
characterizations mentioned above. Through this investigation, we aim to optimize the fabrication process 
and understand the impact of carbon-based nanomaterial additives on the resulting 3D polymer scaffolds. 
 
Keywords: 3D electrospining; polymer fibrous scaffold; carbon-based nanomaterials 

1. Introduction 

The three-dimensional (3D) printing is an additive manufacturing process that creates a physical object 
from a digital design. The process works by laying down thin layers of material in the form of liquid or 
powdered plastic, metal or cement and then fusing the layers together. The 3D printing has been used in 
many industries such as science, medicine and construction etc. The electrospinning technique is a scaffold 
fabrication method that uses the electrical charge to draw a very fine scaffold form the polymer solutions. 
It also can be used in many industries as well, such as medicine and science. And the combination of the 
3D printing and the electrospinning is called the 3D electrospinning technique. It is a technique that uses 
the electrical charge to draw a scaffold from the polymer solution and can be fabricated the scaffolds in 
the 3D shape. 

This research work will investigate and find a new polymer solution that can be able to be fabricate the 
3D polymer fibrous scaffold. In addition, three-dimensional (3D) electrospinning will be used to fabricate 
3D scaffolds using polymer solution and carbon-based nanomaterials additions. The carbon-based 
nanomaterials will be used as an additive because this carbon-based nanomaterial can enhance mechanical 
properties of the 3D scaffolds. Several research reports presented that scaffold containing appropriated 
amounts of carbon-based nanomaterials (graphene) have the higher tensile strength than that do not 
contained graphene.  Furthermore, polymer scaffolds fabricated by the 3D electrospinning techniques will 
be compared and characterized using SEM, FTIR, XRD, and mechanical testing machine. This would 
open new opportunities for biomedical applications and development of innovation in healthcare industry. 
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For the polymer that suitable for this study, the biocompatibility and biodegradability of polylactic acid 
(PLA) (powder and pill appearance) is extensively studied. Over the past two decades, biodegradable 
polymers as PLA, PGA and poly-ε- caprolactone (PCL) have emerged as a class of biomaterials of 
growing interest in surgical applications, the drug delivery and tissue engineering (for example, sutures 
for wound healing, internal fixation devices for bone structures, carriers for the release of bioactive 
molecules, scaffold for the regeneration of tissues or organs). The synthetic copolymer PHEA-PLA shows 
particular properties that make itself suitable for the production of biocompatible scaffolds and does not 
cause a decrease in cell viability [1]. Polylactic acid (PLA) is a bioabsorbable polymer that is widely used 
to manufacture bioabsorbable implants like pins, plates, and screws which can degrade in the body mainly 
by hydrolysis as bone union gradually progresses. PLA can be utilized as a raw material in FDM to 
fabricate 3D-printed objects. However, there are some drawbacks that may limit the use of 3D-printed 
PLA in the medical field. For example, PLA is a relatively hydrophilic polymer and shows a low cell 
affinity and sometimes causes an inflammatory reaction when it comes into direct contact with 
surrounding tissues [2]. Polylactic acid (PLA) has low hydrophilicity [3]. From [4], polylactic acid was 
dissolved with acetone in the concentration of 15%w/v and this research also added tea tree oil or manuka 
oil into the PLA/acetone solution at five different concentrations of 2.5%v/v, 5.0%v/v, 7.5%v/v, 10.0%v/v 
and 15.0%v/v for antibacterial activity and mechanical properties improvements.  

According to [5], Polyvinyl alcohol (PVA) is the synthetic polymers with the ideal characteristics for 
the fiber fabrications. It is biodegradable, biocompatible, water-soluble, as well as chemically and 
thermally stable material. Polyvinyl alcohol (PVA) is non-toxic polymer and is allowed by Food and Drug 
Administration to use in the materials that are in contact with food. Polyvinyl alcohol (PVA) has some 
disadvantages such as weak mechanical properties and thermal stability but can be combined with 
graphene to enhance these properties [6]. In [5] research, polyvinyl alcohol (PVA) is dissolved with the 
distilled water at a temperature of 90°C ± 5°C in the concentration of 8 %w/v, the dispersions were agitated 
until it is fully dissolved and cooled at 65°C. And from [2], polyvinyl alcohol (PVA) is dissolved with 
water into three different concentrations of 5wt%, 8wt% and 10wt% at the temperature of 90°C. 

The solvents that suitable for this study, Acetone is a relatively ecofriendly and less-toxic solvent 
compared to other organic solvents. But there are only few reports regarding the use of acetone in order 
to fabricate the scaffold [7]. Acetone mixed with water had been used. Dimethyl Sulfoxide (DMSO) is 
seen as alternative non-toxic solvents [8]. DMSO is water soluble and it could be diffused into water very 
quickly [9], it is produced in nature and is known to be a source of carbon and sulfur. It is used in many 
experiments such as pharmaceutical preparations, biological experiments and of course, as a polymer 
solvent. and it must be carefully used at high concentration [10]. Acetonitrile is much less toxic due to its 
stable C-CN bond and has been widely used as a polar aprotic solvent in organic synthesis and purification 
[11]. Ethanol or ethyl alcohol that is the organic solvent [12]. Ethanol can be produced by fermentation of 
sugars and utilized as partial gasoline replacement. It is gaining increasing attention due to its major 
environment benefits. [13]. It also can be produced by reductive carbonylation of methanol [14]. And 
methanol or methyl alcohol. It is a colorless, mobile and neutral liquid with light alcohol smell. It is useful 
as a drying fluid and completely miscible with water that is much lighter. Methanol is a good solvent for 
the organic industries, but it is volatile, highly flammable and very toxic chemical [14].  
Dimethylformamide or DMF has been widely used in the industries (synthetic leather, polyurethane resin, 
Orlon, polyacrylic fibers, and so on) and has been termed the universal organic solvent because of its 
extensive miscibility with water and most common organic solvents (toluene, ethyl acetate, ketone, and 
so on). However, overexposure of DMF has been associated with hepatotoxicity, alcohol intolerance, 
possible embryotoxicity and teratogenicity in humans and animals. The current permissible exposure limit 
for DMF concentration in the air of a workplace is 10ppm in the United State and in Taiwan [15]. The 
industry that uses DMF as a material, requires the airborne levels in the workplace should not exceed a 
10ppm. 8h of skin contact be avoided. [16] and also used chloroform as a solvent of PLA. Chloroform or 
trichloromethane (CHCl3) is a clear, colorless, very volatile chlorinated solvent with characteristic odor 
and sweet taste. It is sensitive to light therefore it usually contains 0.75% of ethanol as a stabilizer to avoid 
photochemical transformation to phosgene and hydrogen chloride. It is soluble in most organic solvents, 
but has limited solubility in water [17]. Chloroform is quite a dangerous solvent, chloroform can affect 
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reproductive function and congenital anomalies, damage specific organs such as kidneys and liver, 
damage the nervous system, and exert devastating effects on the circulatory system. [18]. 

2.  Materials and methods 

2.1.  Solution preparations  

    Polymers that were used in the preparations are Polycaprolactone (PCL), Polyvinyl alcohol (PVA) and 
Polylactic acid (PLA) (powder and pill appearance). All polymers that were mentioned are the 
biocompatible polymer which are non-toxic to the human skin and good for the environment. And the 
solvents that were used to dissolve the polymer are Acetone, Dimethyl Sulfoxide (DMSO), methanol, 
ethanol, acetonitrile, Dimethylformamide (DMF) and Chloroform. The additives that were added into 
some solutions are 5 different types of carbon-based nanomaterials. The first step, the additive carbon-
based nanomaterials and the solvent were sonicated together in the sonicator bath for 30 minutes by using 
normal waves for the additive dispersion, then the polymer were added in the solutions and the solutions 
were stirred at the temperature that suitable for each solvent and each polymer (the temperature is used 
around 55°C -120°C) until all of the polymer is dissolved in the solvent. But there are some polymers that 
were not dissolved in the solvent. All solutions that were prepared had 7.3 and 7.5%W/V of 
concentrations. And the concentration of the carbon-based nanomaterial additions was 0.35%W/V of all 
solutions. 
 
2.2.  Fiber fabrication (3D electrospinning technique)   
 

After the solutions were prepared, the 3D electrospinning technique is used only the completely 
dissolved polymer solutions to fabricate the fiber. The first step, the 3D prototype file was created by 
saving it from the Thingiverse.com website and using the Cura program as the slicer program. The printing 
parameters were set into 0% of the infill, 0°C of nozzle temperature and bed temperature and 0mm of 
top/bottom thickness to make the hollow cylinder (the easiest shape to be fabricated in 3D electropinning 
technique) with the size 5cm of diameter and 5cm of height. After that the file was saved in the SD card 
and put the card in the 3D electrospinning machine. The next step, the z-offset setting was set in the printer 
to make the distance between the needle tip to the collector. In this study, the parameters were set into 
2.5cm and 5cm of the needle tip to the collector distance. Then, a needle was used with the size of (18G, 
0.838mm of inner diameter and 20G, 0.603mm of inner diameter.) and 10mL syringe to pump the solution 
up and the long plastic tube is also connected with the syringe and the needle as in Fig. 1. (a), to make it 
moves easily when the 3D electrospinning jet is moving. After that, the syringe was put in the syringe 
pump to adjust the flow rate (in this research, 3, 5, 7, 8, 9, 10mL/h of flow rate were used) and to pump 
the solution out. Then, the needle was connected to the 3D electrospinning machine as in Fig. 1. (b), the 
wire is also connected to the needle tip and the collector to the power supply as in Fig. 1. (c) to create the 
electric field for drawing the very fine scaffold from the solution. Then the 3D electrospinning machine 
were started to print the 3D scaffold, it starts to pump the solution from the syringe pump and the applied 
voltage was slowly increased from the power supply to fabricate the scaffold and to find the most 
appropriate parameters (applied voltage, flow rate and needle tip to collector distance) that are suitable to 
these experiments. And as in Fig. 1. (d), some of the experiments had the guiding electrode to accelerate 
the 3D build-up process and build 3D structures with higher shape fidelity [19]. The guiding electrode is 
made from the aluminum foil. It had 6cm and 7cm diameter with 3cm of height cylindrical shape. The 
guiding electrode was placed on the middle of the collector when the fabrication started as in Fig. 1. (d). 
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a  b  

c  d  
 
Fig. 1. (a) The syringe was connected to the long tube and the needle; (b) the syringe pump was pumped the solution 
out; (c) the wire was connected to the needle tip and the collector and to DC power supply; (d) the cylindrical aluminum 
foil guiding electrode. 

 
 
 
2.3.  Characterizations 
 

In this research, there are 4 characterizations which are tensile test, morphology test by Scanning 
Electron Microscope, XRD and FTIR. For the tensile test of the 3D electrospun scaffolds were measured 
by a universal testing machine as in Fig. 2. (a). 

The first step of the tensile test is cutting all samples into 15x45.00mm of rectangular shape. After that, 
measured the thickness of each sample and put the magnitude in Merlin program including the velocity of 
load cells (the 5kN of load cell was used in this research). The load cell velocity was set at 5.00mm/min 
for all samples. Finally, the sample was fixed in the two grip units of the testing machine and run the 
machine. 
    For the morphological test, the 3D electrospun scaffolds were studied their morphology, such as the 
scaffold diameter and the surface of the scaffold with a scanning electron microscope (SEM) and also the 
5 unknown carbon-based nanomaterials were studied the morphology by the scanning electron microscope 
(SEM) as well. 

For the other characterizations that are XRD was used to characterize the crystallinity of the scaffold 
results by putting the result or graphene in the glass holder and put it in the x-ray diffractometer as in Fig. 
2. (b) by set the 2θ at 5-90° and 2.4 of the resolutions. FTIR was used to check the chemical interactions 
between the polymer, solvent and additive, if there were major differences cases by the insertion of the 
additive, also to characterize the chemical changes in the solutions by putting the result or graphene in the 
FTIR spectroscope as in Fig. 2. (c) and the FTIR characterizations were recorded in the wavenumber range 
of 4000-400 cm-1 in transmittance mode at room conditions.  
  



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 127 - 

 

a  b  

c  
Fig. 2. (a) Instron tensile tester model 5565; (b) Rigaku smarLab x-ray diffractometer (XRD); (c) Bruker Tensor27 
FTIR spectroscope. 

3. Results 

3.1.  Solution preparations results 

From the 2.1. solutions preparation methods above, the results are shown in the table 1 below, the 
solutions that can be fabricated are the sample PC1 and PL6-PL12 due to the polymer solubility. Some 
solvents could not dissolve all the polymer and if the polymers were not completely dissolved, it will be 
caused the needle clogging in the fiber fabrications in the next step. 

Table 1. Solutions preparation results. *G0-G5 are the unknown carbon- based nanomaterials. 

Sample Polymer 

Solvent 
Addi- 
tives Ratio 

Concen
-tration 
(%w/v) 

Stirring 
temp. 
(°C) 

Solu- 
bility acetone acetonitrile chloroform dmf dmso ethanol methanol 

 
PC1 PCL ✓ - - - ✓ - - G0* 5:1 7.5 55 ✓  

PV1 PVA ✓ - - - - - - - 1 7.5 55 X  

PV2 PVA - ✓ - - - - - - 1 7.5 55 X  

PV3 PVA - - - - - ✓ - - 1 7.5 55 X  

PV4 PVA - - - - - - ✓ - 1 7.5 55 X  

PL1 PLA 
(powder) ✓ - - - - - - - 1 7.5 55 X  

PL2 PLA 
(powder) ✓ - - ✓ - - - - 1:1 7.5 55    X  

PL3 PLA 
(powder) - - ✓ - - - - - 1 7.5 55 X  

PL4 PLA 
(powder) ✓ - - ✓ - - - - 1:1 7.5 120 X  

PL5 PLA (pill) ✓ - - - - - - - 1 7.5 55 X  

PL6 PLA (pill) - - ✓ - - - - - 1 7.5 55 ✓  

PL7 PLA (pill) ✓ - - - - - - G1* 1 7.3 85 ✓  

PL8 PLA (pill) ✓ - - - - - - G2* 1 7.3 85 ✓  

PL9 PLA (pill) ✓ - - - - - - G3* 1 7.3 85 ✓  

PL10 PLA (pill) ✓ - - - - - - G4* 1 7.3 85 ✓  

PL11 PLA (pill) ✓ - - - - - - G5* 1 7.3 85 ✓  

PL12 PLA (pill) ✓ - - - - - - - 1 7.5 85 ✓  
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3.2. Fiber fabrication (3D electrospinning technique) results 

After the solutions were well prepared and were fabricated by using the 3D electrospinning technique 
into the 5cm of height with 5cm diameter of cylindrical shape. These are the results. 

Sample PL11; that used PLA as the polymer and dissolved by acetone as solvent with 7.3%wt of 
concentration. This sample was fabricated by 3D electrospinning technique with 18G (0.838mm of 
diameter) of needle at 2.5cm distance between needle tip to collector. The result as in Fig. 3. (a) shows 
that it was not performed in the 3D cylindrical shape and had marks caused by sparks. This sample were 
fabricated with 9mL/h of flow rate and 10kV of applied voltage. 

In Fig. 3. (b) is the sample PL11 result; that used PLA as the polymer and dissolved by acetone as 
solvent with 7.3%W/V of concentration. It was fabricated with the 18G needle size and the 2.5cm distance 
from the collector to needle tip.  It was begun to fabricate at 3.44kV of applied voltage with 5mL/h of 
flow rate. But the applied voltage that gave the best result was 7kV and the flow rate was 5mL/h. The 
result of these parameters is better than Fig. 3. (a) result. And the result had a ring shape scaffold, but not 
quite in the 3D cylindrical shape. 

In Fig. 3. (c) is the sample PL9 result that used PLA as the polymer and dissolved by acetone as solvent 
with 7.3%W/V of concentration. It was fabricated with the 18G needle size and the 5cm distance from the 
collector to needle tip.  It was begun to fabricate at 10kV of applied voltage with 5mL/h of flow rate. But 
the flow rate that gave the best result was 10mL/h and the applied voltage was 12kV. The result of these 
parameters started to fabricate in the 3D cylindrical shape but the height of the scaffold was not stable as 
in Fig. 3. (c). And the fabrication had an untidy direction when increased the flow rate and applied voltage.  

In Fig. 3. (d) is the sample PL9 result that used PLA as the polymer and dissolved by acetone as solvent 
with 7.3%W/V of concentration. It was fabricated with the 20G needle size and the 5cm distance from the 
collector to needle tip.  It was not performed like the 3D cylindrical shape when using 0-20kV of applied 
voltage and 5mL/h of flow rate. The result had untidy direction of the fabrication. And in Fig. 3. (e) is the 
result of the same sample with the same needle size and distance between needle tip to collector, but the 
flow rate was 10mL/h. It started to fabricate in the 3D shape with 9kV of the applied voltage and gave the 
best result at 13kV of the applied voltage with 10mL/h of flow rate. It had an untidy direction fabrication 
when the applied voltage was higher than 14kV. 

In Fig. 3. (f) is the sample PL9 result that used PLA as the polymer and dissolved by acetone as solvent 
with 7.3%W/V of concentration. It was fabricated with the 20G needle size and the 5cm distance from the 
collector to needle tip. And this result had the 6cm of diameter guiding electrode to accelerate the 3d build-
up process. The flow rate that used was 10mL/h and it started to fabricate at 5kV of applied voltage. When 
the applied voltage was slowly increased to 8kV, it started to fabricate into the outer side of the guiding 
electrode and when the flow rate was increased to 13kV, it started to spark in the outer side of the guiding 
electrode. 

In Fig. 3. (g) is the sample PL9 result that used PLA as the polymer and dissolved by acetone as solvent 
with 7.3%W/V of concentration. It was fabricated with the 20G needle size and the 5cm distance from the 
collector to needle tip. And this result had the 7cm of diameter guiding electrode to accelerate the 3d build-
up process. The flow rate that used was 10mL/h and it started to fabricate at 5kV of applied voltage. When 
the applied voltage was slowly increased to 7- 8kV, it started to fabricate into the edge of the guiding 
electrode and when the flow rate was increased to 10kV, it started to fabricate in the outer side of the 
guiding electrode. And when the flow rate was increased to 12-13kV, the scaffold was fabricated the 
connected scaffold into the inner side of the guiding electrode as in Fig. 3. (g). 

In Fig. 3. (h) is the sample PL12 that used PLA as the polymer and dissolved by acetone as solvent with 
7.5%W/V of concentration without the carbon-based nanomaterials added. It was fabricated with the 18G 
needle size and the 5cm distance from the collector to needle tip. With 5mL/h of flow rate, it started to 
fabricate into the 3D shape at 7kV of applied voltage and when the applied voltage was increased into 8-
13kV, the scaffolds had a better fabrication with the fine fibrous scaffolds. With 10mL/h of flow rate, it 
started to fabricate into the 3D cylindrical shape as in Fig. 3. (h) at 8kV of applied voltage. The scaffold 
had fine appearance with higher height compared to all results and when the applied voltage increased 
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into 9-10kV, the result had started to fabricate into the bigger cylinder shape with untidy direction. And 
when the applied voltage was increased more than 11kV, the fabrication had more untidy direction. 

 
 

 a  b  c  

d  e  f   

g  h   
 
Fig. 3. (a) Sample PL11 result with 10mL/h flow rate; (b) Sample PL11result with 5mL/h flow rate; (c) Sample PL9 
result with 18G needle and 10mL/h flow rate; (d) Sample PL9 result with 20G needle and 5mL/h flow rate; (e) Sample 
PL9 result with 20G needle and 10mL/h flow rate; (f) Sample PL9 result with 6cm diameter guiding electrode; (g) 
Sample PL9 result with 7cm diameter guiding electrode; (h) Sample PL12 result without carbon-based nanomaterial 
added. 

3.3. Characterizations results 

3.3.1. Tensile test 
The tensile results of the scaffolds were analyzed by the stress-strain chart. The scaffold that has the 

carbon-based nanomaterials added compare to the scaffold that has no carbon-based nanomaterial added 
as in Fig. 4. The carbon-based nanomaterial added scaffold with the average thickness of 1.731mm has 
60.8197N of the maximum load, 2.34 MPa of the maximum stress and 56.88% of the elongation at break. 
And the scaffold that has no carbon-based nanomaterial added chart with the average thickness of 
2.494mm has 59.9455N of the maximum load, 1.60MPa of the maximum stress and 57.16% of the 
elongation at break. 

 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 130 - 

 
Fig. 4. The stress-strain chart between the carbon-based nanomaterials added scaffold (sample PL9) 

and the scaffold that  has no carbon-based nanomaterial added (sample PL12). 
 

3.3.2. Morphology tests 
 
The morphology of the 3D electrospinning scaffold from sample PL12 without the carbon-based 

nanomaterials added was analyzed by the scanning electron microscope (SEM) as in Fig.5 with 500times 
of magnification. It shows a very fine fiber overlapping together with the different sizes of fibers around 
1-5µm of width. 

 

 
Fig. 5. The SEM image of 3D electrospinning scaffold 

 
The morphology of 5 unknown carbon-based nanomaterials were analyzed by SEM as in Fig. 6. with 

10K times magnification. The G1, G2 and G3 carbon-based nanomaterials in Fig. 6. (a), (b), (c) 
respectively have a tiny flat flake structures which have around 1µm of length and the carbon-based 
nanomaterials agglomerate together. For the G4 and G5 carbon-based nanomaterials in Fig. 6. (d), (e) 
respectively have the structures like the plane sheets overlapping together and the length size of the G4 
and G5 carbon-based nanomaterials are over than 2µm. 

 

50µm 
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Fig. 6. (a) G1 carbon- based nanomaterial SEM image; (b) G2 carbon- based nanomaterial SEM image; 
(c) G3 carbon- based nanomaterial SEM image; (d) G4 carbon- based nanomaterial SEM image; (e) G5 
carbon- based nanomaterial SEM image 
 

3.3.3. XRD results 
 
In this study, the XRD pattern of 5 unknown carbon-based nanomaterials have been analyzed the 

crystallinity. In Fig. 7. Shows a shape and tight peak (2θ= 26.45° and 54.48°) which corresponds to the 
diffraction line C (002) with the intercellular spacing in the crystal (d) respectively is 3.36 and 3.72Å. The 
XRD patterns show the data of the typical crystal structure of graphite.[20] And there are no significant 
differences between the 5 carbon-based nanomaterials additives. And the weak peaks in Graphene01-
Graphene03, which are indicative of low crystallinity level. Compared to the strong peaks in Graphene04 
and Graphene05 that indicated the high crystallinity level [19]. 

 

 
Fig. 7. XRD patterns of carbon-based nanomaterials G1-G5 that added in the solutions. (In Fig. 

Graphene01 refers to G1 carbon-based nanomaterial, to Graphene05 refers to G5 carbon-based 
nanomaterial) 
  

2µm 

2µm 2µm 
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3.3.4. FTIR results 
 
In this study, the FTIR spectra of 5 unknown carbon-based nanomaterials have been analyzed the 

chemical interactions in the additives. In Fig. 8., all spectra show the few absorption signals due to the 
difference in the state of charges between carbon atoms [21]. This weak difference leads to a very small 
induced electric dipole, which provides a very clean spectrum [22]. It is clear that when an oxidation 
treatment is used on the material, bands corresponding to oxygenated functional groups appear, which 
indicates that the oxidative process was successful [21]. And there are no significant differences between 
the 5 carbon-based nanomaterials additives. 

 

 
Fig. 8. FTIR spectra of carbon-based nanomaterials G1-G5 that added in the solutions. (In Fig. 
Graphene01 refers to G1 carbon-based nanomaterial, to Graphene05 refers to G5 carbon-based 
nanomaterial) 
 

4. Discussion and conclusion 

In this study, the solution preparation results in table 1. The solutions that can be used to fabricate are 
sample PC1 that is 7.5%W/V of PCL dissolved with acetone and 0.35%W/V of G0 additive, PL6 that is 
7.5%W/V of PLA (pill appearance) dissolved with chloroform without the additive, PL7-PL11 that is 
7.3%W/V of PLA (pill appearance) dissolved with acetone and 0.35%W/V of G1-G5 
additive(respectively). And sample PL12 that is 7.5%W/V of PLA (pill appearance) dissolved with 
acetone without the additive. And all the solutions that have PVA and PLA (powder appearance) as 
polymer cannot be fabricated because the polymer did not be dissolved in the solutions.  

The 3D electrospinning scaffolds results as in Fig. 3. (a) and (b) that are the sample PL11 results with 
has G5 carbon-based nanomaterial added. The shapes of the results are flat and not in 3D cylindrical shape 
because the distance between the collector is close by the needle tip and from the G1-G5 carbon-based 
nanomaterials morphology results in Fig. 6., G5 carbon-based nanomaterials in Fig. 6. (e) has a big flat 
sheet flakes that were overlapping together. And in Fig. 3. (d), (e) that are the results from PL9 that has 
G3 carbon-based nanomaterials added. Fig. 3. (e) that used 10mL/h flow rate has a better scaffold 
fabrication than Fig. 3. (d) that used 5mL/h flow rate with the same 5cm of the distance between collector 
to the needle tip and the same 20G of needle size. And in Fig. 3. (c) that used 18G needle size has a better 
scaffold fabrication than Fig. 3. (e) that used 20G needle size with the same 5cm of the distance between 
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collector to the needle tip and 10mL/h of flow rate. In Fig. 3. (f) and (g), that used the same PL9 sample, 
the same 20G needle size and the same 5cm of the distance between collector to the needle tip. But had a 
different diameter of the guiding electrode that were 6cm and 7cm. The results of these samples are not in 
the 3D cylindrical shape because the size of the guiding electrode is not suitable for the experiment that 
has 5cm of diameter cylindrical movement from the 3D electrospinning machine. From the results, the 
guiding electrode should have the size of diameter larger than 7cm. And in Fig. 3. (h), that used the PL9 
sample without the additives, 18G needle size and the 5cm of the distance between collector to the needle 
tip with 10mL/h flow rate and 8kV of applied voltage. The scaffold could form into the fine appearance 
scaffolds with the higher height compared to all the results. Because the carbon-based nanomaterials 
additives weighted so that the results that has the carbon-based nanomaterial added could not fabricated 
into the higher height of the 3D cylindrical shape compared to the result that did not have the additives in 
Fig. 3. (h). 

The tensile characterization results, the carbon-based nanomaterial additives scaffold has the higher 
maximum stress and higher maximum load, even the scaffolds thickness is thinner than the no-additives 
scaffold. The results could conclude that the carbon-based nanomaterial additives scaffold has the higher 
tensile strength than the scaffold that did not have the carbon-based nanomaterial additives. The 
morphology results from SEM, shows that the scaffolds that were fabricated from the 3D electrospinning 
technique had a very fine fiber overlapping together with the different sizes of fibers as in Fig. 5. And the 
morphology results of the G1-G5 carbon-based nanomaterial with the same magnification in Fig. 6., G1, 
G2 and G3 carbon-based nanomaterial has smaller size of materials than G4 and G5. 

The XRD patterns shows that the 5 unknown G1-G5 carbon-based nanomaterial are graphite due to the 
2θ peaks that are 26.45° and 54.48° of the results in Fig. 7. that show the data of the typical crystal structure 
of graphite. And the weaker peaks in Graphene01-Graphene03, which indicated to the low crystallinity 
level. Compared to the stronger peaks in Graphene04 and Graphene05 that indicated the high crystallinity 
level. 

The all FTIR spectra of 5 unknown carbon-based nanomaterials shows the few absorption signals due 
to the difference in the state of charges between carbon atoms. This weak difference leads to a very small 
induced electric dipole, which provides a very clean spectrum. And all the spectra indicated that 5 
unknown carbon-based nanomaterial are graphite. 
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Abstract 

This article describes the design and modelling of a Hamiltonian control law for a bidirectional 
converter in dc distribution applications. In comparison to the typical PI compensation technique for the 
bidirectional converter, the suggested system offers the advantages of a Hamiltonian control law technique 
that regulates the voltage bus. A Hamiltonian control law does not require complex converter modelling. 
By simulating MATLAB Simulink, the proposed system confirms the notion. The proposed system 
consists of three converters, one bidirectional and two buck converters connected on the same distribution 
bus, all of which are designed for a 24-Volt, 50-Watt DC distribution bus. For the bidirectional converter, 
the Hamiltonian control law is used. The modelling and practical results show that the Hamiltonian control 
law technique used in conjunction with a bidirectional converter may significantly regulate the DC 
distribution bus. 
 
Keywords: Hamiltonian Control Law; Bidirectional Converter; DC Distribution; 

1. Introduction 

Due to some areas' inability to access the local power grid from the electricity supplier, there are many 
areas in many countries today that require the use of electricity. One way used to provide consumers with 
electricity in remote areas is the microgrid. Microgrids can be divided into two topologies: AC distribution 
systems and DC distribution systems. Compared to AC distribution systems, the DC distribution system 
performs better [1, 2]. Many converters are connected to the power distribution bus in a dc distribution 
system and work in parallel or serial connection together [3]. The power bus has 380 Vdc, 100 Vdc, 28 
Vdc, 24 Vdc, and 12 Vdc of voltage potential. The user can receive electricity from the microgrid 
distribution system [4]. The microgrid can help the system's power flow, reducing the demand on the 
distribution network [5]. The microgrid is a popular choice for distributing power since it provides higher 
power quality while being environmentally beneficial. A microgrid system is capable of supplying 
electricity from various renewable energy sources. It can also draw power from a battery or other form of 
energy storage [6]. The microgrid system is powered by numerous distribution power sources at low 
voltage. Using the microgrid with or without a grid connection is possible. One type of power system that 
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utilizes numerous tiny power sources near to the user is the microgrid. Microgrid systems can eliminate 
independence, stability, high efficiency, and flexibility [8]. 

In a dc microgrid, various converter types are employed. The bidirectional converters are one of them. 
The development of reversible energy flow in both directions, from the energy source to load or load to an 
energy source, is of importance to bidirectional converters. In systems that distribute electric power for 
distribution buses and energy sources like EVs, PHEVs, uninterruptible power supplies (UPSs), renewable 
energy power sources, and smart-grid systems, bidirectional converters are used. Because two converter 
topologies can be used to perform the same functions, a bidirectional converters architecture can reduce 
the overall converter volume [15]. Numerous compensation plans exist [16]. Fig. 1. depicts the structure 
of the bidirectional converter, which can be used as a boost or buck converter. 

The buck converter and boost converter's component connections are arranged closely in the schematic. 
The configuration of the power switch and power diode is different. Create a bidirectional converter by 
combining these two converters. Fig. 1 depicts the bidirectional converter's configuration design. A 
compensating mechanism is necessary for this bidirectional converter. There is a lot of study on 
compensation methods, including fuzzy logic, sliding mode, and basic PID compensation. This article 
focuses on the application of the Hamiltonian control law to a bidirectional converter in DC distribution 
systems operating in boost mode with a 24 Vdc power bus and 12 battery power storage sources on the 
secondary side to transfer 50 W of power. Fig. 1 depicts the bidirectional converter's schematic.  

 
 
 
 
 
 
 
 
 

 
Fig. 1. The schematic of the bidirectional converter 

 
 
 
 
 
 
 
 
 
 

(a) (b) 
 
 
 
 
 
 
 
 
 

(c) (d) 
 

Fig. 2. The operation mode of bidirectional converter: Boost operation mode and Buck operation mode. 
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The bidirectional converter's primary side is connected to Vbatt. Vbus is connected to the secondary 
side of the bidirectional converter. The filter capacitors C1 and C2 make up the bidirectional converter. L, 
s1, and s2 are the major power switches. There are two operating modes for bidirectional converters: boost 
operation and buck operation. In boost operation, the mode was initiated by switching on S1, moving the 
battery's energy to be stored in an inductor L, then switching S1 off and switching S2. An inductor L 
transfers its stored energy to the 24 Vdc bus, and the direction of the inductor current also switches from 
the right to the left. The total of the inductor voltage and the battery voltage determines the converter's 
output voltage. Fig. 2(a) and 2(b) depict the operation in detail, respectively. 

When switch S2 is turned on, the buck operation begins. The surplus energy from the 24 Vdc bus flows 
and is stored in an inductor L, with an inductor voltage equal to the difference between the 24 Vdc bus and 
the battery voltage. The direction of the inductor current is shifting from the left to the right. Next, flip 
switch S2 to the off position and switch S1 to the on position. The battery receives the energy that is stored 
in an inductor L. The inductor current is also going from the left to the right in terms of direction. The 
voltage of the inductor is the same as the voltage of the battery. Figs. 2(c) and 2(d), respectively, depict 
the operation in detail. 

2. System Configuration Designed 

Tables 1 and 2 display the design parameters for the bidirectional converter. The parameters in Table 2 are 
configured for the design boost operation mode, whereas Table 1 is configured for the design buck 
operation mode for the bidirectional converter. 
 

Table 1. The parameter applied for the design bidirectional converter in buck operation mode. 
Parameter Name Value Unit 
Bus Voltage (Vin) 24 Volt 

Battery Voltage (Vo) 12 Volt 
Output Ripple Voltage  100 mV 

Power output (Po) 50 Watt 
Switching Frequency (fs) 20 kHz 

 
In Table 1, Bus Voltage (Vin) is an input of the buck converter. The output of the buck converter is 
connected to the battery Voltage (Vo). Let's define the duty cycle for driving the power switch of this mode 

. The duty cycle is for the gate driving signal for power switch S2 from Fig. 2(c), which acts as 
the main switch of the buck converter. 
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 (6) 

 (7) 
Where: 

 is the Duty cycle of Buck converter 
  is the resistive load of Buck converter 

 is the minimum inductance that allow converter operated in boundary conduction mode (BDM) 

 is the maximum inductor current of the Buck converter 
  is the minimum inductor current of the Buck converter 

 is the output capacitor of the Buck converter 

Table 2. The parameter applied for design bidirectional converter in boost operation mode. 

Parameter Name Value Unit 
Battery Voltage (Vin) 12 Volt 

Bus Voltage (Vo) 24 Volt 
Output ripple voltage

  
100 mV 

Power output (Po) 50 Watt 
Switching Frequency (fs) 20 kHz 

 
Table 2 presents the input of the boost converter connected to the battery (Vin). The boost converter's 
output is connected to Bus Voltage (Vo). Let's define the duty cycle for driving the power switch of this 
mode as . The duty cycle  is for the gate driving signal for power switch S1 from Fig. 4(c), 
which act as a main switch of the boost converter. 
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Where: 

 is the Duty cycle of Boost converter 

  is the resistive load of Boost converter 

 is the minimum inductance that allow converter operated in boundary conduction mode (BDM) 

 is the maximum inductor current of the Boost converter 

  is the minimum inductor current of the Boost converter 

 is the output capacitor of the Boost converter 
 
The result of computed parameter from table 1 and table 2 shows that the inductance value and the output 
capacitance value are also the same. The inductance and capacitance of the buck converter and boost 
converters can be specific from the calculated parameters. 
 

3. Hamiltonian control law  

The Hamiltonian control law of bidirectional converter operated in Boost mode used only 
differential equation of the converter. 

Q = l − h ⋅ b − l + ] ⋅ l  (1) 

J = (b − ] ⋅ b ) − −    (2) 

Hamiltonian Standard Form 

Ż = ¯ O  −   �   ² ⋅
¢M(n)

¢n + `(n) ⋅ k +    z  
 
x: the vector state, Hamiltonian variables. 
u, y: the port variables. 
H(x): the Hamiltonian function (or energy function). 
J(x): the skew-symmetric matrix (or anti-symmetric matrix), O = −O  
       : the interconnection matrix. 
R(x): the dissipation matrix (positive definite matrix), � = � ≥ 0 
g(x): the external port connection matrix. 

Define Plant Boost Converter 
Boost Converter Differential Equations: 

Q = l − h ⋅ b − l + ] ⋅ l    (3) 

J = (b − ] ⋅ b ) − −    (4) 

BoostD

LR

minL

maxIL

minIL
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= c (l − l )                                                   (5) 

Then, 

= − b − + ∙                                   (6) 

= ( ) b − −                                     (7) 

= − b − + ⋅                                  (8) 

= ( ) b − −                      Ż = [ O − � ] ⋅ ( ) + `(Z) ⋅ k + z    (9) 

= c (l − l )                                 (10) 

Step 1: define n, k      

n = [n   n   n ] = [b   l   x ]                                    (11) 

k = ]                                                      (12) 

x = c ∫ (l − l ) (13) 

Step 2: Re-Write equation 

= − ∙ − + ∙  (14) 

= − ∙ −  (15) 

= P (n2] − n2);  PNn2] − PNn2   (16) 

Step 3: Define `(n)& z  [ṅ  ṅ  ṅ  ] = [         ] ⏟   [   ]⏟ ( ) + [        ]⏟ ( )k + [         ]⏟  

Step 4: Define M(n); 

Tricky M(n) = total stored energy in the system: Q, J 
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M(n) = µQ ⋅ b + J ⋅ l + c ⋅ n ·   (17) 

M(n) = µQ ⋅ n + J ⋅ n + c ⋅ n ·   (18) 

Or, define diagonal matrix 

U = ]b[`  J   Ä   (19) 

U = ÃQ 0 0  0 0  J  0  0    Ä  (20) 

M(n) = Z UZ   (21) 

M(n) = [n  n  n  ] Ã Q 0   0   0 0  J  0       0     Ä ⏞   [ n  n  n   ]⏞   (22) 

M(n) = [n  n  n  ] ¯Qn  0n  0n   0n  J n  0n   0n  0n  c n    ²    (23) 

M(n) = [n  n  n  ] ⏞ ¯Qn  J n  c n  ²⏞   (24) 

M(n) = (Z QZ + Z J Z + Z P Z )⏟    (25) 

M(n) = ∙ + +   (26) 

M(n) = Án + J ⋅ n + Â     (27) 

 ( ) = Ã Á ⋅ Q ⋅ n + ⋅ J ⋅ n + ⋅ Â Á ⋅ Q ⋅ n + ⋅ J ⋅ n + ⋅ Â Á ⋅ Q ⋅ n + ⋅

J ⋅ n + ⋅ Â Ä = Ã Á ∙ Q ∙ Z + 0 + 0Â Á0 + ∙ J ∙ Z + 0Â Á0 + 0 + ∙ Â Ä 
 (28) 

 ( ) = ÃQn  J n   Ä (29) 

[n ̇  n ̇  n ̇  ] = [O�  O�  O�   O�  O�  O�   O�  O�  O�   ]⏟   ¯Qn  J n  c ⋅ n  ²⏟  ( ) +

Ã  −  0 Ä ⏟ ( )k + Ã  −  c n  Ä ⏟    (30) 

Step 6: Define O –  � 
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From (14), (15), (16) 

= − n − n + n   (31) 

= n − n −   (32) 

= c (n − n )     ; c n − c n   (33) 

[O�  O�  O�  O�  O�  O�  O�  O�  O�  ]⏟  ¯Qn  J n  c ⋅ n  ²⏟ ( )  (34) 

O� QZ = − n   (35) 

O� = − n = −  (36) 

O� J n = − Z  (37) 

O� = − n = −   
 (38) 

O� Qn =  (39) 

O� = =  (40) 

O� J Z = −c Z   (41) 

 O� = −c Z = −   (42) 

[n ̇  n ̇  n ̇  ] = Ã−  −  0  0 0 0 −  0 Ä ⏟   ¯Qn  J n  c ⋅ n  ²⏟ ( )+Ã  −

 0 Ä ⏟ ( )k + Ã  −  c n  Ä ⏟   (43) 

Step 7: Solve �, � = � ≥ 0  

� = Ã  0 0 0 0 0 0 0 0 Ä  
 (44) 



 

The 26th International Annual Symposium on Computational Science and Engineering 

- 144 - 

Step 8: From (O −  �), write O = −O  

O = ÃÃ−  −  0  0 0 0 −  0 Ä ⏟[   ] + Ã  0 0 0 0 0 0 0 0 Ä ⏟[ ]Ä = Ã0 −  0  0 0 0 −

 0 Ä    (45) 

Step 9: Summarize Plant Model 

Ż = [ O −   �  ] ⋅ ( ) + `(n) ⋅ k + z⏞    (46) 

[n ̇  n ̇  n ̇  ] = ÇÃ0 −  0  0 0 0 −  0 Ä −

Ã  0 0 0 0 0 0 0 0 ÄÈ ⏟     ÃQn  J n   Ä ⏟ ( )+Ã  −  0 Ä ⏟ ( )k + Ã  −  c n  Ä ⏟   

 (47) 

[O  – � ] ∙ ( ) ⏞     (48) 

[O  −  � ] ∙ ( ) ⏞  = [ O −   �  ] ⋅ ( ) + `(n) ⋅ k + z⏞    (49) 

Define Control law 

 

Step 1: � , � = � ≥ 0 [f] c (£  ≥ 0), h + c ≥ 0 

� Ã  0 0 0 0 0 0 0 0 Ä ⏞ + Ã  0 0 0 0 0 0 0 0 Ä ⏞ = Ã  0 0 0 0 0 0 0 0 Ä  (50) 

c  bi \gfij[fj 
� Ã  0 0 0 0 0 0 0 0 Ä  (51) 

Step 2: Set: O , O = −O  

O = Ã0 −  0  0 0 0 −  0 Ä ⏞ + Ã0 −  0  0  0 0 0 Ä ⏞   (52) 
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O = Ã0 − Á Â  0 Á Â  0  0 −  0 Ä   (53) 

n = [n  n  n ] = [b  l  x ]    (54) 

^ = n − n , ^ = n − n , ^ = n − n   (55) 

^ = [^   ^   ^ ] = [n − n  n − n  n − n  ]    (56) 

x = c ∫ (l − l )   (57) 

mbjℎ, n = 0 
^ = [^  ^  ^ ] = [n − n  n − n  − n  ]    (58) 

From (19) 

M(n) = n Un (60) 

M (n) = ^ U^  (61) 

M (n) = Q ∙ (n − n ) + J (n − n ) +     (62) 

( ) = Ã ( Q ∙ (n − n ) + J (n − n ) + ) ( Q ∙ (n − n ) + J (n − n ) +

) ( Q ∙ (n − n ) + J (n − n ) + ) Ä = ÃQ(n − n ) J (n − n )   Ä    (63) 

Step 4: Summarize Control Law 

[O  – � ] ∙
¢M (n)

¢n ⏞   

±Ç0 − Å
1 + c

QJ Æ  0 Å
1 + c

QJ Æ  0 
c
J  0 −

c
J  0 È − °

h + c
Q  0 0 0 0 0 0 0 0 ³´ ⏟ °Q(n − n ) J (n

− n ) 
n
c  ³ ⏟ ( ) = 

[n ̇  n ̇  ] = ÇÃ0 −  0  0 0 0 −  0 Ä − Ã  0 0 0 0 0 0 0 0 ÄÈ ⏟ ÃQn  J n   Ä ⏟ ( ) + Ã  −

 0 Ä ⏟ ( )k + Ã  −  c n  Ä ⏟  
 (64) 

Step 4: Summarize Control Law 
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Ç− ¶
h + c

Q ¸ − Å
1 + c

QJ Æ  0 Å
1 + c

QJ Æ  0 
c
J  0 −

c
J  0 È ⏟ °Q(n − n ) J (n

− n ) 
n
c  ³ ⏟ ( )⏟   = 

Ã−  −  0  0 0 0 −  0 Ä ⏟   ÃQn  J n   Ä ⏟ ( ) + Ã  −  0 Ä ⏟ ( )k + Ã  −

 c n  Ä ⏟ ⏟      (65) 

C1, C2 are Control law. P1, P2 are Plant information. Set the  C1-P1= 0 then solve variable k. Set the 
C2-P2=0 then Solve c . 

P = −                 
  

   (66) 

k  =
      

 (67) 

4. Simulation Results 

Fig. 3 depicts the experimental apparatus for simulation using the suggested Hamiltonian control law 
method for a bidirectional converter in dc distribution applications. Three converters—one bidirectional 
converter controlled by Hamiltonians and two conventional PI-controlled buck converters—make up the 
simulation system. The 24 Vdc distribution bus is shared by all converters. On the 24 Vdc distribution bus 
buck converter #2 is where the 10 W electrical load is located. MATLAB Simulink is used to run the 
simulation. When employing a constant power demand with an open-loop bidirectional converter 
operating in boost mode, oscillation voltage output may occur as depicted in Fig. 4. The output voltage 
bus may oscillate due to the constant 286 W load. This impact can be reversed by the Hamiltonian control 
law. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The simulation system for Hamiltonian controlled for bidirectional converter. 
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Fig. 4. The constant power load of 286 W may cause the output voltage bus to oscillate. 

 

 
Fig. 5. The MATLAB simulink simulation diagram. 
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Fig. 5 displays the simulation diagram created by MATLAB Simulink. Fig. 6. displays the outcome of 
a simulation of a bidirectional converter in dc distribution applications utilizing Hamiltonian control rule. 

 
Fig. 6. The simulation result of a bidirectional converter using Hamiltonian control law. 

 
Via Fig. 6. The responses of the 12 V voltage bus of the second buck converter, the 24 V DC distribution 

bus, and the load current when taking and removing loads are all displayed simultaneously. When a load 
is applied, the 12 V voltage bus briefly drops in voltage before rising to the voltage setting. After removing 
the load, the 12 V voltage bus briefly overshoots before falling back to the voltage preset. Similar to the 
24 V voltage bus, when a load is applied, the voltage drops somewhat and oscillates before returning to 
the set voltage. After removing the load, the 24 V voltage bus overshoots briefly and oscillates before 
returning to the voltage setting. The load step instruction ranges from 1.5 to 50 watts. 

5. Conclusions and Discussion 

In this work, a Hamiltonian control law for a bidirectional converter in dc distribution applications is 
designed and modelled. The proposed system benefits from a Hamiltonian control law method for 
controlling the voltage bus. The intricate converter modelling is not necessary for a Hamiltonian control 
law. When used with a steady power load, the Hamiltonian control law can completely remove voltage 
oscillation. The proposed Hamiltonian control law system's simulation in MATLAB Simulink supports 
the idea. Then, using a 12 V to 24 V bidirectional converter and the other two buck converters #1 and #2, 
operate the Hamiltonian control law. The system's ability to operate stably is confirmed by the voltage bus 
response. When compared to the step response provided in [17], [18], the suggested Hamiltonian control 
rule for a bidirectional converter has the same step response. The next study will compare the DC-
distributed power supply's power balance adjustment technique [19]. The bidirectional converter 
prototype used in this work will be expanded for our previously proposed wireless EV charging systems 
[20–24]. 
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Abstract 

 
The growth of the electric vehicles (EVs) market and the inadequacy of EV infrastructure, especially 

EV charging stations, leads to an increase in charging EVs at home or the workplace. Onboard EV 
chargers (OBCs) have been installed on electric vehicles to charge batteries which consists of active 
front-end rectifier (AFE) and bidirectional buck-boost converter (BDC). The trend of increasing power 
ratings OBCs, the improvement in stability and performance has been interesting. This paper 
demonstrates non-isolated EV onboard chargers with controller design based on adaptive Hamiltonian 
control law to approach a robust control system. Finally, the feasibility of the proposed controlled 
scheme is validated by MATLAB/Simulink with an 11kW non-isolated onboard EV charger. In addition, 
the performance of the proposed controlled scheme is compared with conventional PI control. 
 
Keywords: Non-isolated onboard EV charger (OBCs), active front-end rectifier (AFE), Hamiltonian 
control law, The bidirectional buck-boost converter (BDC), Conventional PI control 

1. Introduction 

Awareness of climate change and competitive prices of electric vehicles (EVs) leads to growth in the 
electric car market. In 2022, the electric vehicle population increased by approximately 75% from 2021, 
was contributed by sustained policies and lower costs in the production process. The electric vehicle 
benefits can be suggested, such as a reduction in gas emissions and high efficiency when compared with 
internal combustion engines (ICE). With highly extreme demand for clean energy vehicles and a lack of 
infrastructure. Especially inadequate public EV charging stations leads to higher charging at home or 
workspaces [1]. 

 
Fig. 1 Diagram of non-isolated EV onboard charger (OBCs) 

On-board EV chargers (OBCs) were installed on EVs for charging the battery on electric vehicles. 
OBCs include the AC/DC and DC/DC stages shown in Fig 1. Active front-end rectifier (AFE) is mainly 
used for maintaining dc bus voltage and alleviating harmonic current drawbacks. In addition, AFE is 
applied for power factor correction in AC/DC stage. The bidirectional buck-boost converter (BDC) is 
integrated with OBCs to regulate charging battery current and voltage during charging operation. With 
demand in extending driving range, a large pack of batteries is stored, resulting in the development of 
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high-power rating OBCs for a decrease in charging time. Also, OBCs must operates in wide power range 
deal to power rating of charging stations [2]. Pulse charge technique is suggested to retain battery lifetime 
and reduce charging duration [3], since charging current is discontinuity leads to high dynamic operation. 
Therefore, wide operating point, fast response and high performance have become significant factors to 
design the controller. Currently, OBCs have been design based on convention PI control law which is 
linear controller, it cannot operates in wide input range since it depend on linearized controlled plant. 
Therefore, nonlinear control such as energy-based control, model predictive control have been applied to 
deal with wide operating point [4]. 

This paper proposes a adaptive Hamiltonian control law which is energy-based control to non-
isolated OBCs. The proposed controlled scheme can effectively handle high dynamics and give 
acceptable performance [5]. The Hamiltonian control law is applied on BDC to regulate charging current 
and voltage during charging operation. 

This paper consists of five sections. Port-Hamiltonian formulation of nonlinear system has been 
expressed in section II, and section III presents Adaptive Hamiltonian control law formulation on BDC 
and cascaded PI control on AFE. Section IV details the simulation results between the proposed 
controlled scheme and conventional PI control law. Finally, the conclusion is illustrated in section V. 

2. Port-Hamiltonian Formulation of Nonlinear system 

2.1. Port-Hamiltonian Formulation of Nonlinear system 

 Nonlinear differential equation of controlled plant can be formed based on Port-Hamiltonian as [5]. 

     ẋ =[J-R] ∂H(x)
∂x

 + g(x) ⋅ u + ξ    (1) 

Where J = - JT is the interconnection symmetric matrix (n × n), R = RTis the damping matrix (n × n), 
H(x) is the Hamiltonian function (energy storage function) of the plant, g(x) is the input matrix (n × m), 
u is the input control variable (k ∈ Rn), ξ is the disturbance of system. Estimation the control input u is 
the main objective to eliminate errors between x and xd (the desired set point). Therefore, the close-loop 
control can be defined as following equation. 

     ẋ=[Jd-Rd] ∂Hd(x)
∂xd

 + dxd
dt

     (2) 

Where Jd  = -Jd
T is the control interconnection symmetric matrix (n × n), R  = Rd

Tis the necessary 
damping matrix (n × n), Hd(x) is the Hamiltonian function with desired set points. After substitution (1) 
into (2), the Hamiltonian control law can be obtained as (3). Control input u can be estimated by solving 
equation (3). 

    [Jd-Rd] 
∂Hd(x)

∂x
 + dxd

dt
 =[J-R] ∂H(x)

∂x
 +g(x)⋅u+ξ   (3) 

3. Modelling and Controller design 

In this section, the bidirectional buck-boost converter which be integrated on non-isolated OBCs and 
active-front end rectifier are suggested. Moreover, OBCs is formulated by using adaptive Hamiltonian 
control law to achieve zero steady-state errors and ability to response during dynamic operations. 

3.1. The bidirectional buck-boost converter modelling 

  Fig 2. displays the schematic of the BDC for non-isolated onboard EV chargers. According to [6]. In 
Charging mode, BDC operates as buck converter. Hence, the differential equations of BDC in buck 
converter mode can be expressed as follow. 
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Fig. 2 Bidirectional DC/DC converter (BDC) 

     dIL
dt

= 1
Lf

 (dVdc-Rf IL-Vo)    (4) 

     dV
dt

= 1
Cf

 (IL − Ibat)     (5) 

Where Vdc, Rf, Lf, Cf, IL, Vo, Ibat and d are the dc bus voltage, resistor, inductor, capacitor, inductor 
current, output voltage and battery current and duty ratio, consequently. Then, defines the state variables 
x = [x   x ]T = [IL  Vo]T, the desired set values xd = [x   x ]T= [ILref  Voref]Tand the control inputs u = 
d . After using storage component in (4) and (5), Hamiltonian energy storage function can be assigned as: 

     H(x) = (Lf x1
2+Cf x2

2)     (6) 

Therefore, the gradient field of the H(x) can be obtained as: 

     ( )  = [Lf x1
  Cf x2

  ]      (7) 

From (1), (4), (5) and (7), the matrix of [J-R], g and  ξ can be obtained as following: 

    [J-R] = É
-Rf
Lf

2
1

LfCf
-1

LfCf
0

Ê, g = Ç
Vdc
Lf

0
È, ξ = Ç

0
− Ibat

Cf

È   (8) 

To satisfy Hamiltonian control law, the error variables between state variable and desired 
equilibrium point are assigned as following: 

     e = ¯x1d-x1  x2d-x2²T     (9) 

       According to (9) The Hamiltonian function of error can be obtained as: 

     Hd(x) =  (Lf (x1d-x1
 )2+Cf (x2d-x2

 )2)   (10) 

Then, the gradient field of the Hd(x) can be obtained as (11): 

     ∂Hd(x)
∂x

   =   Ç
Lf(x1-x1d

 ) 

Cf(x2-x2d
 ) È     (11) 
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Then, the control interconnection symmetric matrix Jd and damping matrix Rd are demonstrated as 
follow: 

    Jd =   É
0 (1+Kj)

LfCf

- (1+Kj)

LfCf
0

Ê, Rd = Ç
(Rf+Kr)

LS
2 0

0 0
È   (12) 

Where Jd = -Jd
T, Rd = Rd

T ≥ 0 and KR is the tuning controller for damping transient oscillation. K  is 
the periodical adaptive gain. The Hamiltonian control law (3) can be formulated as (13): 

  É
- (Rf+Kr)

LS
2

(1+KJ)
LfCf

- (1+KJ)
LfCf

0
Ê Ç

Lf(x1-x1d
 ) 

Cf(x2-x2d
 ) È= É

-Rf

Lf
2

1
LfCf

-1
LfCf

0
Ê Ç

Ls(x1) 

Cf(x2) È+Ç
Vdc
Lf

0
È ⋅u + Ç

0
− Ibat

Cf

È (13) 

Finally, by solving the equation (13), K   and the control input can be obtained as (14), (15). 

     K     =   − (Ibat x1d)
(x1-x1d)      (14) 

    d    =   (x2d-KJx2+KJx2d-KRx1+KRx1d+Rf x1d)
Vdc

   (15) 

3.2. Active front-end power factor correction with cascaded PI control 

 

Fig. 3 Active front-end Rectifier (AFE) 

Fig 3. illustrates the circuit of three-phase AFE for a non-isolated onboard EV charger. According to 
[7], the differential equations of AFE are given in DQ-frame as: 

     dId
dt

= 1
Ls

  µVd-MdVdc -RsId+ωeLsIq·   (16) 

     dIq

dt
= 1

Ls
 µVq-MqVdc -RsIq-ωeLsIq·   (17) 

     dVdc
dt

= 1
C 

 Á (MdId + MqIq)Â + Idc   (18) 

Where Vd and Vq are the grid voltage in the DQ-frame, Id and Iq are the line current in the DQ-
frame, ωe is the rotational speed of the DQ-frame, Ls is line inductance, Rs is the line series resistance, 
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Md and Mq are the duty ratio in the DQ-frame , Vdc and Idc  is the dc bus voltage and dc bus current 

respectively. From (16), (17) when imposes dId
dt

 and  dIq

dt
 = 0, the Md and Mq can be expressed as (19), (20) 

    Md = 1
Vdc 

 µVd-RsId+ωeLsIq·    (19) 

    Mq = 1
Vdc  

 µVq-RsIq-ωeLsIq·     (20) 

However, the aforementioned equation cannot ensure zero steady state errors. To eliminate these 
errors, PI controller is implemented. To maintain dc bus voltage, the sufficient Id is calculated by 
following equation. 

   Idref = K (Vdcref − Vdc ) + K ∫(Vdcref-Vdc)dt    (21) 

Where K , K , Vdcref , Idref and Iqref is proportional gain, integral gain, desired dc bus voltage, desired 
current in DQ-frame respectively. Additionally, Iqref  is set to be 0. 

3.3. Onboard-EV charger controller Conclusion 

  
 

Fig. 4. (a) proposed control scheme; (b) diagram of AFE controller 

 
Fig 4(a). shows the proposed adaptive Hamiltonian control on BDC. Equation (14) is used to 

calculate the adaptive gain (K ), and then equation (15) calculates control input (u) to control charging 
current and voltage by using desired and actual state variable and K .Fig 4(b). demonstrates diagram of 
AFE controller based on cascaded PI controller, The outer PI loop provides sufficient direct-axis 
reference current, inner PI loop eliminates errors between actual current and reference current in DQ-
frame and (20), (21) calculates Duty cycle ratio in DQ-frame.  
  

(a) (b) 
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4. Performance Validation 

 Table 1. An Active front-end rectifier parameters         Table 2. A Bidirectional buck-boost converter parameters 

symbol Description Value  symbol Description value 

Vabc Nominal grid voltage 380 Vrms  Vdc Nominal dc-link voltage 600 V 

Vdc Nominal dc-link voltage 600 V  Vbat Nominal battery voltage 400 V 

Ls Line inductance 2 mH  Lf Filter inductance 5 mH 

Rs Line resistance 1 mΩ  Rf Series filter resistance 1 mΩ 

C DC-link capacitance 1500 uF  Cf Output filters capacitance 500 uF 

fs Switching frequency 20 kHz  fs Switching frequency 20 kHz 

 
 

 
 

(a) 
 

 
 

(b) 

Fig. 5 Simulation results: (a) proposed control scheme; (b) Conventional PI control law 

In this section, MATLAB/Simulink was implemented to simulate non-isolated onboard-EV charger. 
AFE is designed with cascaded PI control law, while BDC is designed with adaptive Hamiltonian control 
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law. Additionally, the results of the replacing adaptive Hamiltonian control law in BDC with Conventional 
PI controller which is designed for 11kW operating point have been demonstrated. Table 1 and Table 2 
show the parameters of AFE and BDC respectively. K  and K  of AFE controller are 5 and 15 
respectively, while K  is set to 15 and adaptive gain is limited (−5 ≤ KJ ≤ 5). The results include battery 
charging power (Pbat), battery charging current (Ibat). There are 3 scenarios, battery was received command 
at 1.5s and charged with 2.2kW, 5kW and 11 kW respectively.  

Fig 5(a) demonstrates the results of adaptive Hamiltonian control law to BDC. As can be seen that 
Pbat was 2.2kW, 5kW and 11kW respectively. Regarding battery current, Ibat was 5A, 11.5A and 25.2A 
respectively. It is clear that the settling time was 20ms, 45ms and 15ms when operating point was 11kW, 
5kW and 2.2kW respectively.  

Fig 5(b) depicts the results of conventional PI controller to BDC. As can be observed that Pbat was 
2.2kW, 5kW and 11kW respectively. Charging current was regulated at 5A, 11.5A and 25.2A respectively. 
The settling time was 84ms, 145ms and 200ms when operating point was 11kW, 5kW and 2.2kW 
respectively.  

5. Conclusion 

In this paper, the model of active front-end rectifier (AFE) and bidirectional buck-boost converter 
(BDC) for a non-isolated onboard EV charger are presented. The adaptive Hamiltonian control law was 
applied to BDC. Its performance was compared with conventional PI controller. The results of the study 
indicate that adaptive Hamiltonian control law effectively controls charging voltage and current. Also, it 
demonstrates the ability to operate in wide operating ranges. While conventional PI controller when 
operate in lower power, a increase in operating delay can be obviously observed. Non-isolated onboard 
EV charger was simulated through MATLAB/Simulink for validation the proposed control scheme. 
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